Corrigendum: Behavior of the NORTA Method for Correlated Random Vector Generation as the Dimension Increases
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As part of their analysis of the NORTA method, Ghosh and Henderson [2003] developed an algorithm for generating a random correlation matrix. The derivation of the algorithm is correct up until the discussion on page 288 of the sampling scheme for the completion vector \( q \). Specifically, in the last step of the sampling scheme where \( q \) is set to \( \Sigma_{k-1}^{1/2} w \), the matrix \( \Sigma_{k-1}^{1/2} \) is not explicitly defined in the text. This corrigendum gives the definition that is consistent with the original description of the algorithm, and also presents an alternate definition that, with a slightly modified step, gives a computationally more efficient sampling scheme.
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The transformation \( w = \Sigma_{k-1}^{-1/2} q \) is introduced on page 287 in the discussion after Equation (14), where \( \Sigma_{k-1}^{-1/2} \) is defined to be the upper-triangular Cholesky factor of \( \Sigma_{k-1}^{-1} \). Consistent with this definition, the correct definition of \( \Sigma_{k-1}^{-1/2} \) as it appears in Ghosh and Henderson [2003] is that it is the inverse of the Cholesky factor \( \Sigma_{k-1}^{-1} \). The notation suggests, however, that it is the upper-triangular Cholesky factor of \( \Sigma_{k-1} \), which is incorrect since in general the two matrices are different.

With the correct definition, the computational burden of the last step of the method can be high: for each iteration that adds an extra layer, the principal submatrix \( \Sigma_{k-1}^{-1/2} \) constructed in the earlier pass must be inverted, its Cholesky factor computed, and then this factor inverted again. While incremental update schemes can be used to reduce the effort, it would be better if the transformation from \( w \) to \( q \) could be carried out using a factorization of the matrix \( \Sigma_{k-1}^{-1/2} \) itself.

The transformation \( w = \Sigma_{k-1}^{-1/2} q \) on page 287 requires only that \( \Sigma_{k-1}^{-1/2} \) be any matrix \( A \) satisfying \( A^T A = \Sigma_{k-1}^{-1} \), and not necessarily the upper-triangular Cholesky factor. Accordingly, we recommend taking \( A = (C')^{-1} \), where the matrix \( C \) is the upper-triangular Cholesky factor of \( \Sigma_{k-1} \). To see why this works, notice that \( C^T C = \Sigma_{k-1} \), and so \( C^{-1}(C')^{-1} = \Sigma_{k-1} \). So we may take \( w = (C')^{-1}q \) and hence \( q = Cw \). Notice that \( C \) can be constructed iteratively as the algorithm proceeds, leading to computational efficiency.

To summarize, redefining the matrix \( \Sigma_{k-1}^{-1/2} \) as the upper-triangular Cholesky factor of \( \Sigma_{k-1} \), the sampling scheme for generating the completion vector \( q \) is as follows.

1. Sample \( y \) from a beta distribution with \( \alpha_1 = (k-1)/2 \) and \( \alpha_2 = (d-k)/2 + 1 \).
2. Set \( r = \sqrt{y} \).
3. Sample a unit vector \( \theta \) uniformly from the surface of \( B_{k-1} \).
4. Set \( w = r\theta \), and finally
5. Set \( q = (\Sigma_{k-1}^{-1/2})^T w \).

This description also corrects a typographical error in stating the value of the parameter \( \alpha_2 \) in the original article, as previously reported in Ghosh and Henderson [2005].

The errors were confined to the description of the algorithm. The code used to generate the results in Ghosh and Henderson [2003] implemented the modified scheme presented above.
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