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entropy and information

rv X taking values X = {a1, a2, ..., ak}, with pmf P[X = a;] = p;

e outcome X = a; has information content:

e random variable X has entropy:

- only depends on distribution of X (i.e., H(X) = H(p1,p2,---,Pk))
- H(X) >0 for all X
Cif X AL Y, then H(X,Y) = H(X) + H(Y)
where HX,Y) 232, ) P(x; y) logs 1/p(x, y)
- if X ~ uniform on X, then H(X) = log, | X|; else,






the source coding problem

suppose we are given a database D = (X1 X2... Xp), where each X; is a
n
letter in an alphabet X, generated iid according to X; ~ {p1,p2,..., Pk}
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the source coding problem

suppose we are given a database D = (X1 X2... Xpy), where each X; is a
letter in an alphabet X, generated iid according to X; ~ {p1,p2,..., Pk}

compress D into a codeword L = ¢(D) such that we can
D=¢H(L)
L = ¢(D) defined only for D € S5 s.t. P[Ss] >1— 46



the source coding problem

suppose we are given a database D = (X1 X2... Xpy), where each X; is a
letter in an alphabet X, generated iid according to X; ~ {p1,p2,..., Pk}

compress D into a codeword L = ¢(D) such that we can

D=¢"Y(L)

if X has entropy H(X), then can compress D = (X1 X>...X,) into a
codeword L = ¢(D) of expected size |L| = n/ bits, such that

moreover,



Mackay’s bent coin lottery

Lottery tickets available

A coin with p; = 0.1 will be tossed N = 1000 times.
The outcome is x = z1z5 ...z N. ( 0000000000.....00000

e.g., x = 000001001000100. . .00010 0000000000.....00001
0000000000.....00010

0000000000.....00011

. . 0000000000.....00100
If you own ticket x, you win £1, 000,000, 000. 0000000000.....00101

Q To have a 99% chance of winning, | 0000000000.....00110
at lowest possible cost,
which tickets would you buy?

You can buy any of the 2"V possible tickets for £1 each,
before the coin-tossing.

And how many tickets is that?

Express your answer in the form 207, 1111111111.....11101
1111111111.....11110
1111111111.....11111




Mackay’s bent coin lottery: warmup

what if you could buy only one ticket?




Mackay’s bent coin lottery: warmup

what if you could buy k tickets?

\

H "g{\% with U omeg

97 .
\(\> Eu‘m wik & Ji\x] = j@”\ (09%‘"’“1 <,C;OO>



recall: two useful facts

- counting via binary entropy for N € N, k < N:

- Chebyshev's inequality for any rv. X with mean E[X], finite variance
o2 >0, and any k > 0:
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Mackay’s bent coin lottery: solution
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(lossy) source coding theorem for binary sources

given XN = (X1 Xz... Xy), where each X; ~Bernoulli(p)

)-lossy compression

L = ¢(XN) defined only for XN € S5 s.t. P[Ss] > 1— 6
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(lossy) source coding theorem for binary sources

given XN = (X1 Xz... Xy), where each X; ~Bernoulli(p)

)-lossy compression

L = ¢(XN) defined only for XV € S5 s.t. P[Ss] > 1 -4

- d-sufficient subset Ss: smallest subset of {0,1}V s.t. P[S5] >1—6

- essential information content in XV: Hs(XV) £ log, |Ss|




(lossy) source coding theorem for binary sources

given XN = (X1 Xz... Xy), where each X; ~Bernoulli(p)

L = ¢(XN) defined only for XV € S5 s.t. P[Ss] > 1 -4

- Ss: smallest subset of {0,1}"N st. P[S;] >1—6
- in XN: Hs(XN) £ log, |Ss|

if X has entropy H(X), then for any e > 0 and 0 < § < 1, there exists Ny
s.t. for all N > Ny, we have
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