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entropy and information

rv X taking values X = {a1, a2, . . . , ak}, with pmf P[X = ai ] = pi

Shannon’s entropy function

• outcome X = ai has information content: h(ai ) = log2

⇣
1

pi

⌘

• random variable X has entropy: H(X ) = E[h(X )] =
P

k

i=1
pi log2

⇣
1

pi

⌘

- only depends on distribution of X (i.e., H(X ) = H(p1, p2, . . . , pk))

- H(X ) � 0 for all X

- if X ?? Y , then H(X ,Y ) = H(X ) + H(Y )

where joint entropy H(X ,Y ) , P
(x ,y) p(x , y) log2 1/p(x , y)

- if X ⇠ uniform on X , then H(X ) = log2 |X |; else, H(X )  log2 |X |



source coding



the source coding problem

suppose we are given a database D = (X1X2 . . .XN), where each Xi is a

letter in an alphabet X , generated iid according to Xi ⇠ {p1, p2, . . . , pk}

lossless compression

compress every database D into a codeword L = �(D) such that we can

exactly recover D = ��1
(L)

Shannon’s source coding theorem

if X has entropy H(X ), then can compress D = (X1X2 . . .Xn) into a

codeword L = �(D) of expected size |L| = n` bits, such that

H(X )  ` < H(X ) +
1

n

moreover, no lossless encoder � has expected codeword size < nH(X )
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Mackay’s bent coin lottery



Mackay’s bent coin lottery: warmup

what if you could buy only one ticket?



Mackay’s bent coin lottery: warmup

what if you could buy k tickets?



recall: two useful facts

- counting via binary entropy for N 2 N, k  N:
�
N

k

�
⇡ 2

NH2(k/N)

- Chebyshev’s inequality for any rv. X with mean E[X ], finite variance

�2 > 0, and any k > 0: P [|X � E[X ]| � k�]  1

k2



Mackay’s bent coin lottery: solution



(lossy) source coding theorem for binary sources

given X
N
= (X1X2 . . .XN), where each Xi ⇠Bernoulli(p)

�-lossy compression

L = �(XN
) defined only for X

N 2 S� s.t. P[S�] � 1� �

- �-su�cient subset S�: smallest subset of {0, 1}N s.t. P[S�] � 1� �

- essential information content in X
N
: H�(X

N
) , log2 |S�|

Shannon’s source coding theorem (lossy version)

if X has entropy H(X ), then for any ✏ > 0 and 0 < � < 1, there exists N0

s.t. for all N > N0, we have����
H�(X

N
)

N
� H(X )

����  ✏
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