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Consider optimizing an
‘expensive’’ function.

® Weld like to optlmlze an objective
function, f : R — R.

® f’s feasible set is simple,
e.g., box constraints.

® fis continuous but lacks special
structure, e.g., concavity, that would
make it easy to optimize.

® fis derivative-free: evaluations do not
give gradient information.

® fis“expensive” to evaluate ---
the # of times we can evaluate it is
severely limited.




Optimization of expensive functions arises
when optimizing physics-based models
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joint work with Alison Marsden, UCSD



Optimization of expensive functions arises
when fitting machine learning models




Optimization of expensive functions arises
when tuning websites with A/B testing

m Home AboutMe Write a Review Find Friends Messages Talk Events

coffee San Francisco, CA
Browse Category: Coffee & Tea

Show Filters

‘ N 1. Blue Bottle Coffee Hayes Valley

\’ b4 b4 ki 1558 reviews 315 Linden St
$S Co‘fee & Tea San Francisco, CA 94102
(510) 653-3394

m This Blue Bottle location is so cute and tiny. Way tinier than their other locations--it almost looks like a

little pop up shop in a garage. Good thing it still brews their super yummy coffee...

748 Van Ness Ave
San Francisco, CA 94102
(415) 292-7660

8 The hype about Philz is real. Gingersnap iced coffee, where have you been my whole life? Not too
coffee-y and not too gingersnap-y. And the girl working was the one who suggested it when we...

3. Blue Bottle Coffee Co SoMa
.9 b9 bd LS 1524 reviews 66 Mint St

$$ - Coffee & Tea San Francisco, CA 94103
(510) 653-3394

Excellent iced coffee- location is tucked away but is the best coffee we've found this close to Mosso.

Sign Up
Log In

Showing 1-10 of 6567

Redo search when map moved

Report a map error



Optimization of expensive functions arises
when tuning transportation markets
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Optimization of expensive functions arises
in drug and materials discovery

AcpS
(a protein-modifying enzyme) (another protein-modifying enzyme)

ongoing work with Mike Burkart and Nathan Gianneschi, UCSD



Bayesian Optimization
looks like this

Elicit a prior distribution on the function f
(typically a Gaussian process prior).

while (budget is not exhausted) {

Find the point to sample whose value of
information is the largest.

Sample that point.

Update the posterior distribution.



Backgrouna:

Expected Improvement

e Efficient Global Optimization (EGO)
[Jones, Schonlau & Welch 1998;
Mockus 1972] is a well-known Bayesian
optimization method.

® |t does one function evaluation at a time.

® |t measures the value of information for
each potential measurement using
“Expected Improvement.”



Background: Expected Improvement
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Background: Expected Improvement
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Almost all existing Bayesian Optimization
methods take One measurement at a time

® EGO / expected improvement take one
measurement at a time.

® So do earlier algorithms [Kushner, 1964, Mockus et
al., 1978, Mockus, 1989].

® So do most later methods [Calvin and Zilinskas,
2005, Huang et al,, 2006, Frazier et al., 2009,

Villemonteix et al., 2009, ...]

® There are a few exceptions:
recent methods by David Ginsbourger and co-
authors, and by Ryan Adams (more later).



We extend Bayesian Optimization
to parallel function evaluations.

What if we evaluate the function
at multiple points simultaneously?

This happens in parallel
computing, A/B testing on the
web, and laboratory experiments.

® We use decision theory.

® This was also suggested by
Ginsbourger et al., 2007.




We generalize to multiple function evaluations
using a decision-theoretic approach

® We've evaluated x),...x("), and observed f(x(1),...,f(xM).

® Once sampling stops, we will select the best point
found.

® What is the way to choose the set of
points X1,...,Xq to evaluate next!?

® |nh general, we would need to solve a dynamic program.

® When this is the last stage of measurements, the
dynamic program becomes a simpler two-stage
optimization problem.



We generalize to multiple function evaluations
using a decision-theoretic approach

® \We've evaluated x(1),...,.x(") & observed

f(xM),... F(x™).

® [he best value observed is
fo™ = max{f(xM),...,f(xM)}.

® |f we measure at new points X1,...,Xq, and then stop,

then the expected value of our new solution is
En[max(f;, max f(z,))



We generalize to multiple function evaluations
using a decision-theoretic approach

® The expected improvement (aka, El, or g-El) is
E[value of new solution] - value of old solution

® Ve write this as
EL,(71,...,74) = Epmax(f,, max f(x;))| — f,

1=1,...,q
® Our algorithm will be to sample at the set of points

with largest expected improvement
argmax,,

’’’’’



Our approach is Bayes-optimal for
one stage of function evaluations

® |f we have one stage of function evaluations left,
then evaluating

argmax,,
is Bayes-optimal.

® |f we have more than one stage left, it is not,
but we argue that it is a well-motivated heuristic.



q-El lacks an easy-to-compute expression

n(@1,. .., %) = En[( i) = o)

EL, (21, 2) = Bl max _f(w;) —

® When g=1| (no parallelism),
this is the expected improvement of Jones et al., 1998, which has a closed-form
expression.

® When q=2,
Ginsbourger et al., 2007 gives an expression using bivariate normal cdfs.

® When q > 2,
Ginsbourger et al., 2007 proposes Monte Carlo estimation;

Chevalier and Ginsbourger, 2013 proposes exact evaluation using repeated calls
to high-dimensional multivariate normal cdfs.
Both are difficult to optimize.



q-El is hard to optimize

® From Ginsbourger, 2009:“directly optimizing the g-El
becomes extremely expensive as q and d (the dimension
of the inputs) grow.”

® Rather than optimizing the g-El, Ginsbourger et al,,
2007 and Chevalier and Ginsbourger, 2013 propose
other schemes.



Our contribution

® Qur 1st contribution is an efficient method for
solving
EI(QEl, “. ,qu)

argmax,,

® This makes the single-batch Bayes-optimal
algorithm implementable, not just conceptual.

® Our 2nd contribution is a high-quality open
source implementation. This implementation is
currently in use at Yelp & Netflix, and spawned a
Ycombinator-funded startup company, Sigopt.



Our approach to solving
..’quI(xl, c e ,qu)

argmax,,

’.

I .Construct an unbiased estimator of
VEI(QZ‘L .. ,Zli‘q)

using infinitesimal perturbation analysis (IPA).

2.Use multistart stochastic gradient ascent to
find an approximate solution to
argmax,,

.....



Here’s how we estimate VEI

® Y=[f(X1),...,f(Xq)] is multivariate normal.

® Y’s mean vector m and covariance matrix C
depend on Xi,...,Xqg.

® Y=m+CZ, where Z is a vector of independent
standard normals.

® El(xi,...,.Xq) = E[h(Y)] for some function h.

® |f our problem is well-behaved, then we can switch
derivative and expectation:

VEI(X1,....xq) = E[Vh(m+cZ)]



Here’s how we estimate VEI

® Y=[f(X1),...,f(Xq)] is multivariate normal.

® Y’s mean vector m and covariance matrix C
depend on Xi,...,Xqg.

® Y=m+CZ, where Z is a vector of independent
standard normals.

® El(xi,...,.Xq) = E[h(Y)] for some function h.

® |f our problem is well-behaved, then we can switch

derivative and expectation: This is our gradient
VEI(x,....xq) = E[MWh(m+cZ)] estimator, g(xi,...,Xq,Z)



Our gradient estimator is unbiased,
given mild sufficient conditions

Theorem

Let m(Xi,...,Xq) and C(X1,...,Xq) be the mean vector and Cholesky
factor of the covariance matrix of (f(X1),...,f(Xq)) under the posterior
distribution at time n. If the following conditions hold

@ m(-) and C(-) are three times continuously differentiable in a

—

neighborhood of Xi,...,Xq.

o C(X1,...,Xq) has no duplicated rows.
then

VEI(%,...,%) = E, {g(zl,...,zq,f)} |



Here’s what VEI looks like
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Estimating VEI can be
parallelized on a GPU




VVe use this gradient estimator in
multistart stochastic gradient ascent

© Select several starting points, uniformly at random.
@ From each starting point, iterate using the stochastic gradient
method until convergence.

()?1,...,)?q) < ()?1,...,)?q)+06ng()?1,...,)?q,a)),

where (,) is a stepsize sequence.

© For each starting point, average the iterates to get an estimated
stationary point. (Polyak-Ruppert averaging)

@ Select the estimated stationary point with the best estimated value as

the solution.
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The method works:
adding parallelism improves performance

speed up on Branin function (2-dim) e speed up on Hartmann function (6-dim)

wall clock time (# function evaluations / q) wall clock time (# function evaluations / q)

® g=I| (one thread) is also the EGO
method of [Jones et al,, 1998]



The method works: it outperforms an
approximation to the Bayes-optimal
procedure on harder problems

comparison on Branin function
F CLmix

best function evaluation so far f™~*
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® Constant Liar (CL) is a class of algorithms proposed by Chevalier & Ginsbourger 201 3.

® CL-mix is the best CL algorithm.



With Yelp, we made a high-quality implementation of some of
these methods, called MOE (Metrics Optimization Engine)

MOE About Demo

GP Parameters

Gaussian Process (GP) Endpoint(s): gp_mean_var_diag ©
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MOE is open source

— C | & GitHub, Inc. [US]|https://github.com/Yelp/MOE o A % (@)
O This repository Explore Gist Blog Help & peter-i-frazier +~ [ &
Yelp / MOE @Unwatch~ 26 W Unstar 417 Y Fork 29

A global, black box optimization engine for real world metric optimization.

<> Code ”
937 136 4 6
- 1 lssues 141
P branch: master - MOE / + =
Pull Requests U
mark python libs as "SYSTEM"
suntzu86 97949e56¢3 [+
conaa-recipe Fulse
docs
Graphs
moe
moe_examples HTTPS
giugnore @-
YOou can clone w PS, S5
mailmap v Subve ®
avis.ymil

[« Clone in Desktop

AUTHORS.md
<> Download ZIP

CHANGELOG.md



MOE has had impact
at Yelp

Example:
Thresholds chosen by MOE determine when to
show distance information in search results.

§ 2. Beard Papa’s Cream Puffs Upper West Side
' e R4 bt b9 bd b 684 reviews 2167 Broadway
. S\ o e New York, NY 10024
When user is close, w V4 "3 (212) 799-3770

show distance. N
M’ | also really e oW Juice de leche (with fantastic caramel). + The green tea sells out very fast; it's a
i;"‘ J customer favorite. * If you're chillin out in the upper west side,... read more

| 1. Beard Papa’s Cream Puffs Upper West Side
684 reviews 2167 Broadway
. & 5 New York, NY 10024
When user is far, oS (212) 799-3770

hide distance.

SO0 YUMMY! They fill the cream puff right in front of you in this cute little shop on the upper west
s side. The simple menu features a few different kinds of cream puffs, with either... read more

Also, tuning features used in ML-based prediction;
choosing parameters for search and advertising.



MOE has had impact
at other companies that are / were / might be using MOE

NETFLIX

See what's next.

Watch anywhere. Cancel anytime.

BrightRo

WORLD’S MOST TRUSTED TRAVEL ADVICE " SMART VIDEO ADVERTISING



MOE has had impact
rough the creation of this startup company

WSJ.[8] = recs

Venture Capital
Dispatc

An ins ook from VentureWire at high-tech startups and their

SigOpt Raises $2 Million to ‘Optimize
Anything’ From Jet Engines to Snacks

ARTICLE COMMENTS

About Venture Capital
Dispatch

Produced by the editors of Dow Jones VentureWire,
tracks the fast-moving
n of high-tech innovation and
turing the VentureWire reporting
ston and Shanghsa
vides insight into
and latest trends in venture capital
Write us at VCdispatch@dowjones.com. For
mation on Dow Jones cts covering venture
capital and other financial markets, ¢
http/pevc.dowjones.com.

By LORA KOLODNY

Follow Venture Capital Dispatch on Twitter

m Venture Capital Dispatch on Facebook

Venture Capital Dispatch

SIGOPT

Lizette

Chapman

=eporter, Wa
b & Street Journal

| 5\, | Deborah




MOE has had impact
through the creation of this startup company

BISIGOPT Solutions  Pricing FAQ About Docs | Login  (BNGRV

Accelerate your machine learning

A simple API for fast, optimal parameter tuning

Solutions



Here’s what I'm learning about how to have impact
from Yelp, SigOpt, and Uber

® | isten to people inside the organization
to understand what their real problems are.

® Communicate your ideas clearly.
® Make your ideas easy to use.
® Do the first order thing quickly.

® Focus on being better than what was there before.

® Theoretical guarantees or optimality
are not that helpful in convincing business people to use your ideas.



Thanks!
Any Questions!

® This is joint work with:

nai

Scott Clark Eric Liu Jialei Wang Deniz Oktay Norases
Cornell PhD 12 Yelp Cornell PhD  MIT undergraduate ~ Vesdapunt
Yelp, SigOpt student Yelp intern Stanford under-
Yelp intern graduate

Yelp intern



This g-El method can be used in the noisy case, but it
loses I1ts decision-theoretic motivation

@ We use Gaussian process regression with normally distributed noise.

@ The red line is the posterior mean, uU,(x) =E,[f(x)]

@ The largest posterior mean is U, = maX;=1 . p pn (X)),

25

0.5

-2

1 1 1 1 1
50 100 150 200 250 300
X

@ We use EIn()?l, o ,)?q) — En [(maxmzlw.,q Un—i—l()_éI) — u;lk)—l_}

@ This ignores that u,11(x) # wn(x) for previously evaluated x.

@ A more principled approach is possible (e.g., generalize knowledge
gradient method to multiple evaluations), but we haven't done it yet.



Fast and noisy is better
than slow and exact

(when q is bigger than 3 or 4)

time to compute g-El
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Fast and noisy is better
than slow and exact

(when q is bigger than 3 or 4)

‘ IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII]!

# iterations # iterations

Branin function, El vs. n,q=4 Hartmann function, El vs. n, q=4



Fast and noisy is better
than slow and exact

(when q is bigger than 3 or 4)

Performance on finding best El vs. g 20 Performance on finding best El vs. g

3 4 5 6 7 8 2 3 4 5 6
number to sample (q) number to sample (q)

Branin function, El vs. q, n=100 Hartmann function, El vs. q,n=100



Our procedure is only Bayes-
optimal for a single batch

® |f we do just one batch, then our
procedure is Bayes-optimal.

® |f we run many batches, starting each new
batch after the previous one completes,
then our procedure is not optimal.



Finding the Bayes-optimal

procedure
is hard

® The optimal procedure for N>1 batches is the

solution to a partially observable Markov decision
process (POMDP).

® This is well-understood theoretically,
but hard computationally.

® The amount of memory required is
exponential in d (the problem dimension),

q (the batch size),and N (the number of
batches).



We have found Bayes-optimal multi-batch
procedures for other related learning problems

® We have found Bayes-optimal multi-batch procedures,
or upper bounds on their value, for related problems:

® multiple comparisons [Xie and F, 2013, Hu, F, Xie 2014]
® stochastic root-finding [Waeber, F, Henderson 201 3]

® ranking & selection (pure exploration MAB) [Xie and F,
201 3]

® information filtering [Zhao and F, 2014]

® object localization [Jedynak, F, Sznitman, 2012]



