A simple proof of diffusion approximations for LBFS re-entrant lines
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Abstract

For a re-entrant line operating under the last-buffer–first-serve service policy, there have been two independent proofs of a heavy traffic limit theorem. The key to these proofs is to prove the uniform convergence of a critical fluid model. We give a new proof for the uniform convergence of the fluid model.
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1. Introduction

This paper is concerned with diffusion approximations for re-entrant lines operating under the last-buffer–first-serve (LBFS) service policy. A re-entrant line is a special type of multiclass queueing network that was first introduced in [8]. In a re-entrant line, all jobs follow a deterministic route. In this paper, we assume that all jobs make $K$ visits to $J$ stations of the network. Jobs in the $k$th stage of their visits are called class $k$ jobs, and the station they visit is denoted by station $s(k)$. In other words, each job that enters from the outside of the network is a class 1 job; after it completes the service at station $s(1)$, it turns into a class 2 job and is routed to station $s(2)$, and so on. After service completion at station $s(K)$, a class $K$ job leaves the network. We assume that each station has a single server and an infinite waiting room. We further assume that the network is operated under the LBFS service policy. Namely, when a server switches from one job to another, the new job will be taken from the leading (the longest waiting) job at the highest (the last) nonempty class at the server’s station. For concreteness, we also assume that the service policy is preemptive resume. That is, when a job in a higher class than the one currently being
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served arrives at the server’s station, the service of the current job is interrupted. When service of all jobs in higher classes is completed, the interrupted service continues from where it left off. For each class \( k \), let \( Q_k(t) \) indicate the number of class \( k \) jobs in the network at time \( t \), \( k = 1, 2, \ldots, K \). For each station \( j \), let \( W_j(t) \) denote the amount of work for server \( j \) (measured in units of remaining service time) embodied in those jobs that are at station \( j \) at time \( t \). If no more arrivals (either external and internal) are allowed at station \( j \) after time \( t \), server \( j \) needs to work \( W_j(t) \) additional units of time before the station is empty. The diffusion approximation addresses the weak convergence of a scaled version of the \( K \)-dimensional queue length process \( Q = \{ Q(t), t \geq 0 \} \) and the \( J \)-dimensional workload process \( W = \{ W(t), t \geq 0 \} \) under a heavy traffic condition. It is typical the workload limit \( W^* \) is a \( J \)-dimensional reflecting Brownian motion, and the \( K \)-dimensional queue length limit \( Q^* \) is a constant multiple of the \( J \)-dimensional workload limit \( W^* \). Namely, there exists some constant, \( K \times J \) matrix \( A \) such that

\[
Q^*(t) = AW^*(t), \quad t \geq 0
\]

a condition known as state space collapse; see, for example, [1,10].

Bramson and Dai [2] and Chen and Ye [3] independently established the diffusion approximations for LBFS re-entrant lines by verifying the uniform convergence of the corresponding fluid model. Both proofs are long and difficult to follow. In this paper, we give a simple proof of the uniform convergence by constructing a suitable linear Lyapunov function. Our analysis of the Lyapunov function is a refinement of the one first done in [5]. Readers are referred to [5] for detailed discussions on fluid models and their analysis. We also refer readers to [2,3] and references therein for detailed discussions on diffusion approximations of queueing networks.

Now we introduce some notation for our network. Let \( \alpha > 0 \) be the arrival rate of jobs from the outside and \( m_k > 0 \) be the mean service time of class \( k \) jobs, \( k = 1, \ldots, K \). We use \( u(\ell) / \alpha \) to denote the interarrival time between the \( (\ell - 1) \)th and the \( \ell \)th externally arriving job; we use \( m_k v_k(\ell) \) to denote the service time of the \( \ell \)th class \( k \) job. We assume \( u = \{ u(\ell), \ell \geq 1 \} \) and \( v_k = \{ v_k(\ell), \ell \geq 1 \}, k = 1, \ldots, K \), are independent, identically distributed sequences, and these sequences are mutually independent. We assume that \( \mathbb{E}(u(1)) = 1, \mathbb{E}(v_k(1)) = 1, a = \var(u(1)) < \infty \), and \( b_k = \var(v_k(1)) < \infty \). We denote by \( C(j) = \{ k : s(k) = j \} \) the set of classes that are served at station \( j \), and by \( C = (C_{jk}) \) the \( J \times K \) matrix with \( C_{jk} = 1 \) when \( s(k) = j \), and \( C_{jk} = 0 \), otherwise. To avoid triviality, we assume that \( C(j) \neq \emptyset \) for all \( j = 1, \ldots, J \), i.e., all stations must be visited at least once. Let \( P = (P_{kl}) \) be the \( K \times K \) routing matrix, i.e., \( P_{kl} = 1 \) when \( \ell = k + 1 \) and \( 0 \) otherwise. We use \( m = (m_k) \) to denote the \( K \)-dimensional (column) vector of mean service times, and \( M \) to denote the corresponding diagonal matrix \( \text{diag}(m) \). Let \( \rho = \alpha M \) be the \( J \)-dimensional vector of traffic intensities. The \( j \)th component of \( \rho \) is \( \rho_j = 2 \sum_{k \in C(j)} m_k \).

In the next section, we state the main theorem of this paper. The LBFS fluid model will be introduced in Section 3. There we prove that the fluid model is uniformly convergent, a fact that will be the key to the proof of our main theorem.

2. Main results

As a standard procedure, we consider a sequence of queueing networks, indexed by \( n = 1, 2, \ldots \). We assume that the network topology and the routing in the sequence do not depend on \( n \). Thus, each network in the sequence is the same one as described in the previous section except that, for the \( n \)th network, the external arrival rate is \( \sigma^n \) and the mean service time for class \( k \) jobs is \( m_k^n \). (The arrival rate and mean service times are the only network parameters that depend on \( n \).) Thus, in the \( n \)th network, \( \{ u(\ell) / \sigma^n, \ell \geq 1 \} \) and \( \{ v_k^n(\ell) = m_k^n v_k(\ell), \ell \geq 1 \}, k = 1, \ldots, K \), are the interarrival and service time sequences. All processes associated with the \( n \)th network are appended with a superscript \( n \). For example, \( Q^n(t) \) and \( W^n(t) \) denote the queue length vector and the workload vector, respectively, at time \( t \) in the \( n \)th network. In addition to the queue length and workload processes, we now introduce the \( J \)-dimensional idle-time process \( Y^n = \{ Y^n(t), t \geq 0 \} \). For station \( j \) in the \( n \)th network, \( Y^n_j(t) \) denotes the total amount of time that the server at station \( j \) has been idle over \( [0, t] \).

Formally, the diffusion approximation is concerned with the following weak convergence result

\[
(\hat{Q}^n, \hat{W}^n, \hat{Y}^n) \Rightarrow (Q^*, W^*, Y^*) \quad \text{as} \quad n \to \infty,
\]
where
\[ Q^n(t) = \frac{1}{\sqrt{n}} Q^n(nt), \]
\[ \hat{W}^n(t) = \frac{1}{\sqrt{n}} W^n(nt), \]
\[ \hat{Y}^n(t) = \frac{1}{\sqrt{n}} Y^n(nt). \]

The weak convergence in (2), denoted by \( \Rightarrow \), is on the \((K + 2J)\)-dimensional path space \( \mathbb{D}^{K+2J}[0, \infty) \) that is endowed with the Skorokhod \( J_1 \) topology; for weak convergence and the path space, see, for example, [7]. To state our theorem precisely, we first introduce assumptions on the sequence of networks.

We assume that, as \( n \to \infty \),
\[ a^n \to a, \quad m^n_k \to m_k, \quad k = 1, \ldots, K, \quad (3) \]
and \( \rho^n \to \rho \) at the rate
\[ \sqrt{n}(\rho^n - \rho) \to \gamma, \quad (4) \]
where \( \rho \) is the \( J \)-dimensional vector of ones and \( \gamma \) is some \( J \)-dimensional vector. Note that (3) and (4) imply that each station is critically loaded in the limit, i.e.,
\[ \rho_j = a \sum_{k \in \mathcal{E}(j)} m_k = 1 \quad \text{for each station} \quad j. \quad (5) \]

Let \( \Delta \) be the \( K \times J \) matrix given by
\[ \Delta_{kj} = \begin{cases} 1/m_k & \text{if } k \in \mathcal{E}(j) \text{and is the} \\ 0 & \text{lowest priority class at station } j, \end{cases} \]
otherwise.

It serves as the lifting matrix in (1) under the LBFS service policy. For the existence of diffusion approximation, we assume that the initial data satisfy the following:
\[ W^n(0) \Rightarrow \xi \quad \text{as } n \to \infty \quad \text{for some nonnegative random vector } \xi \quad (6) \]
and
\[ |\hat{Q}^n(0) - \Delta \hat{W}^n(0)| \to 0 \quad \text{in probability as } n \to \infty. \quad (7) \]

In defining the limit process in our theorem, we set
\[ R = (I + CM(I - P')^{-1} P'\Delta)^{-1}, \]
\[ \theta = R \gamma, \quad (8) \]
where prime denotes the transpose. It follows from Theorems 3.1 and 3.2 of [6] that the inverse in (8) exists, and thus the matrix \( R \) is defined. The matrix \( \Gamma \) is necessarily nonnegative definite. In the following theorem, we assume that the matrix \( \Gamma \) is positive definite (The formula \( \Gamma \) in (9) follows from (3.13) of [1]. There is a typo in (3.8) of [2]).

**Theorem 2.1.** Assume that (3)–(4) and (6)–(7) all hold and \( \Gamma \) is positive definite. The weak convergence (2) holds as \( n \to \infty \). Furthermore, the limit process \( (\hat{Q}^*, \hat{W}^*, \hat{Y}^*) \), defined on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\), satisfies the following relationships:

(i) \( \mathbb{P} \)-almost surely, \( W^* \) has continuous paths with \( W^*(t) \in \mathbb{R}^J_+ \) for \( t \geq 0 \) and

(ii) \( W^*(t) = X^*(t) + RY^*(t) \) for \( t \geq 0 \),

(iii) Under \( \mathbb{P} \), \( X^* \) is a Brownian motion with drift vector \( \theta \) and covariance matrix \( \Gamma \) such that \( X^*(0) \) has the distribution of \( \xi \), and \( \{X^*(t) - X^*(0) - \theta t, t \geq 0\} \) is martingale with respect to the filtration generated by \( W^* \) and \( Y^* \),

(iv) For each \( j = 1, \ldots, J \), \( \mathbb{P} \)-almost surely,

(a) \( Y_j^*(0) = 0 \),

(b) \( Y_j^* \) is continuous and nondecreasing,

(c) \( Y_j^* \) can increase only at times \( t \) where \( W_j^*(t) = 0 \),

(v) \( \mathbb{P} \)-almost surely, \( Q^*(t) = AW^*(t) \) for \( t \geq 0 \).

The process \( W^* \) is known as a semimartingale reflecting Brownian motion with reflection matrix \( R \), drift vector \( \theta \) and covariance matrix \( \Gamma \) (see [9]). It follows from Theorems 3.1 and 3.2 of [6] that \( R \) is a completely-\( J \)-matrix. Thus, \( W^* \) along with \( Y^* \) is well defined, and \( (W^*, Y^*) \) is unique in distribution. Relationship (v) is the state space collapse condition (1).

We are going to employ Theorem 5.3 of [2] to prove the theorem. To employ their theorem, we will check in the next section that a corresponding fluid model of the re-entrant network is uniformly convergent with lifting matrix \( \Delta \).
3. Fluid model and the simplified proof

In this section, we first introduce the fluid model of the sequence of reentrant lines. We then define the notion of uniform convergence for the fluid model. Finally, we prove that our fluid model is uniformly convergent with lifting matrix \( A \), thus completing the proof of Theorem 2.1.

The fluid model for the sequence of reentrant lines in Section 2 is defined through the following set of equations. Here, \( \mu_k = 1/m_k \) and \( \mu_0 = \infty \).

\[
Q_k(t) = \bar{Q}_k(0) + \mu_{k-1} \bar{T}_{k-1}(t) - \mu_k \bar{T}_k(t)
\]
for \( t \geq 0 \) and \( k = 1, \ldots, K \), (10)

\[
\bar{Q}_k(t) \geq 0 \quad \text{for} \quad t \geq 0 \quad \text{and} \quad k = 1, \ldots, K ,
\]

(11)

\[
\bar{T}_k(0) = 0 \quad \text{and} \quad \bar{T}_k(\cdot) \text{ is nondecreasing for } k = 1, \ldots, K ,
\]

(12)

\[
\bar{I}_k(t) \text{ can increase only at times } t \text{ when } \sum_{\ell \in \mathcal{E}(s(k)), \ell \geq k} \bar{T}_\ell(t) = 0,
\]

for \( k = 1, 2, \ldots, K \), where

\[
\bar{I}_k(t) = t - \sum_{\ell \in \mathcal{E}(s(k)), \ell \geq k} \bar{T}_\ell(t) \quad \text{for all } t \geq 0.
\]

By convention, \( \bar{T}_0(t) = t \) in (10). Eqs. (10)–(13) are known as the fluid model equations operating under the LBFS service policy. They define the LBFS fluid model. Since condition (5) holds, the fluid model is critically loaded. Each solution \((\bar{Q}, \bar{T})\) to (10)–(13) is a fluid model solution.

Since the rest of the paper is exclusively focused on the critically loaded LBFS fluid model, for notational convenience, we drop the bar from a fluid model solution. By convention, \( \bar{Q}(\infty) = \infty \) for all \( \ell \geq 0 \),

\[
|Q(t) - Q(\infty)| \leq h(t) , \quad \text{for all } t \geq 0,
\]

for some \( Q(\infty) \in \mathbb{R}_+^K \) satisfying

\[
Q(\infty) = Aw \quad \text{for some } w \in \mathbb{R}_+^J .
\]

In the definition, any norm \( | \cdot | \) on \( \mathbb{R}^K \) can be employed. For concreteness, for a vector \( x = (x_k) \in \mathbb{R}^K \), we define \( |x| = \sum_k |x_k| \). To prove that our fluid model is uniformly convergent, we introduce some more notation. For each station \( j \) with \( 1 \leq j \leq J \), define \( K_j = \min\{k : k \in \mathcal{E}(j)\} \), the lowest class at station \( j \).

Without loss of generality, we assume that

\[
K_1 < \cdots < K_J.
\]

Let \( \mathcal{H} = \{1, \ldots, K\} \), \( \mathcal{L} = \{K_1, \ldots, K_J\} \), and \( \mathcal{H} = \mathcal{H} \setminus \mathcal{L} \). For a fluid model solution \((Q, T)\), a time \( t \) is said to be a regular point of \((Q, T)\) if \((Q, T)\) is differentiable at \( t \). Whenever a derivative is considered at time \( t \), it is assumed that \( t \) is a regular point of the corresponding fluid model solution.

Theorem 3.1. Assume that (5) holds. There exists a \( \tau > 0 \) such that for any fluid model solution \((Q, T)\) with \( |Q(0)| \leq 1 \),

\[
Q_\ell(\tau + t) = 0 \quad \text{for} \quad t \geq 0 \quad \text{and} \quad \ell \in \mathcal{H} ,
\]

(14)

\[
Q_\ell(\tau + t) = Q_\ell(\tau) \quad \text{for} \quad t \geq 0 \quad \text{and} \quad \ell \in \mathcal{L} .
\]

(15)

Condition (14) is known as the SHP-condition in [4]. Using a sufficient condition established in [4], Chen and Ye [3] proved Theorem 2.1 using a direct, lengthy proof of the SHP-condition.

Proof of Theorem 3.1. In view of \(
\sum_{\ell \in \mathcal{H}} Q_\ell(t) = \sum_{j=1}^J \sum_{\ell=K_{j-1}+1}^{K_{j+1}-1} Q_\ell(t) ,
\)

with convention that \( K_{J+1} = K + 1 \), it suffices to prove that there exist constants \( \tau_1 > \tau_2 > \cdots > \tau_J \) such that for any fluid model solution \((Q, T)\) with \( |Q(0)| \leq 1 \) and \( j = 1, \ldots, J \),

\[
\sum_{\ell=K_j+1}^{K_{j+1}-1} Q_\ell(t) = 0 \quad \text{for each } t \geq \tau_j,
\]

(16)

\[
\mu_j \bar{T}_\ell(t) = \infty \quad \text{for } \ell \geq K_j
\]

and each regular point \( t \geq \tau_j \).

(17)

We now use the backward induction on \( j \) to prove (16) and (17). We first need to prove that (16) and (17) hold for \( j = J \). Since this proof is identical to the one in the induction step, we omit it. Assume that (16) and (17) hold for \( J, J - 1, \ldots, i + 1 \) with \( i \geq 1 \). We now prove
We claim that for any regular $t \geq \tau_{i+1}$, it follows from (18) that for any $i$.

$$F_i(t) = \sum_{\ell = K_i+1}^{K_{i+1}} Q_\ell(t) \quad \text{and} \quad L_i(t) = \sum_{\ell = 1}^{K_{i+1}} Q_\ell(t).$$

We claim that for any regular $t \geq \tau_{i+1}$,

$$F_i(t) > 0 \quad \text{implies} \quad \dot{L}_i(t) \leq -\varepsilon,$$  

(18)

where

$$\varepsilon = \alpha \min_{1 \leq i \leq J} \left( 1 - \alpha \sum_{\ell \in G(i), \ell \neq K_i} m_\ell \right).$$

Note that $\varepsilon > 0$ by (5). To see (18), assume that $F_i(t) > 0$. Let $k$ be the last class $\ell$ in $K_i < \ell < K_{i+1}$ with $Q_\ell(t) > 0$. We calculate $\mu_\ell \dot{T}_\ell(t)$ first. Since $Q_\ell(t)$ is a Lipschitz continuous function, by Lemma 2.2 of [5], $Q_\ell(t) > 0$ implies $Q_\ell(t) = 0$. Then from the definition of $k$,

$$\mu_\ell \dot{T}_\ell(t) = \mu_\ell \dot{T}_k(t) \quad \text{for} \quad k \leq \ell < K_{i+1}.$$ 

By the induction assumption,

$$\mu_\ell \dot{T}_\ell(t) = \alpha \quad \text{for} \quad \ell \geq K_{i+1}.$$ 

By (13), $\sum_{\ell \in G(i), \ell \geq k} \dot{T}_\ell(t) = 1$, where $j = s(k)$ and $k > K_j$. Therefore,

$$\mu_\ell \dot{T}_k(t) = \frac{1 - \alpha \sum_{\ell \in G(j), \ell \geq k} m_\ell}{\sum_{\ell \in G(j), k \leq \ell < K_{i+1}} m_\ell}.$$  

(19)

From (10) and (19),

$$\dot{L}_i(t) = \sum_{\ell = 1}^{K_{i+1}} Q_\ell(t) = \alpha - \mu_\ell \dot{T}_k(t)$$

$$= \frac{\alpha \sum_{\ell \in G(j), \ell \geq k} m_\ell - 1}{\sum_{\ell \in G(j), k \leq \ell < K_{i+1}} m_\ell}$$

$$\leq \alpha \left( \frac{\alpha \sum_{\ell \in G(j), \ell \neq K_j} m_\ell - 1}{\sum_{\ell \in G(j), k \leq \ell < K_{i+1}} m_\ell} \right) \leq -\varepsilon.$$ 

It follows from (18) that for any $s \geq \tau_{i+1}$, $F_i(t) = 0$ for some $t \in (s, s + L_i(s)/\varepsilon)$. In particular,

$$F_i(t) = 0 \quad \text{for some} \quad t \in (\tau_{i+1}, \tau_{i+1} + L_i(\tau_{i+1})/\varepsilon),$$  

(20)

and $F_i(t)$ equals to 0 infinitely many times after time $\tau_{i+1}$. We next show that for any two time points $t_1$ and $t_2$ with $\tau_{i+1} \leq t_1 < t_2$,

$$F_i(t_1) = F_i(t_2) = 0 \quad \text{implies that} \quad F_i(t) = 0 \quad \text{for all} \quad t \in (t_1, t_2).$$  

(21)

To see this, we first claim that $\dot{L}_i(t) \leq 0$ for $t \geq \tau_{i+1}$. This claim holds trivially when $L_i(t) = 0$. Suppose that $L_i(t) > 0$. The claim can be proved by mimicking the proof of (18) with $k$ being defined to be the last class $\ell$ with $1 \leq \ell < K_{i+1}$ and $Q_\ell(t) > 0$. Suppose that (21) does not hold, i.e., $F_i(t) > 0$ for some $t \in (t_1, t_2)$. Then there exists some interval $(s_1, s_2) \subset (t_1, t_2)$ such that $F_i(t) > 0$ for all $t \in (s_1, s_2)$. It follows (18) that

$$L_i(t_1) \geq L_i(s_1) > L_i(s_2) \geq L_i(t_2).$$  

(22)

On the other hand, let

$$G_i(t) = \sum_{k \in G(i)} m_k \sum_{\ell = 1}^{K_i} Q_\ell(t)$$

be the total workload at station $i$. It follows from fluid model equations (10)–(13) and (5) that

$$\dot{G}_i(t) = 1 - \sum_{\ell \in G(i)} \dot{T}_\ell(t) \geq 0,$$

thus

$$G_i(t_1) \leq G_i(t_2).$$  

(23)

By the induction assumption, $Q_\ell(t_1) = 0$ for $\ell > K_i$ and $\ell \in G(i)$. Thus,

$$G_i(t_1) = \sum_{k \in G(i)} m_k \sum_{\ell = 1}^{K_i} Q_\ell(t_1)$$

$$= \left( \sum_{\ell = 1}^{K_i} Q_\ell(t_1) \right) \left( \sum_{k \in G(i)} m_k \right)$$

$$= L_i(t_1) \left( \sum_{k \in G(i)} m_k \right).$$  

(24)

Similarly, we have

$$G_i(t_2) = L_i(t_2) \left( \sum_{k \in G(i)} m_k \right).$$  

(25)
We first assume that $Q_{Ki}(t) > 1$ follows from (5) and (19), with $\ell < K_i$. On the other hand, let $k \in \mathcal{E}(i)$, and $\ell < K_i$. Then we have proved (26), thus completing the induction step. □

**Proof of Theorem 2.1.** We employ Theorem 5.3 of [2] to prove the theorem. To employ the theorem, one needs to check that the matrix $R$ in (8) is completely-$\mathcal{F}$ and that the fluid model is uniformly convergent with lifting matrix $A$. The completely-$\mathcal{F}$ condition is satisfied due to Theorems 3.1 and 3.2 of [6]. From (15) of Theorem 3.1, the fluid model is uniformly convergent with lifting matrix $A$. Thus, Theorem 2.1 follows from Theorem 5.3 of [2]. □
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