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When a manufacturer places repeated orders with a supplier to meet changing production requirements, he faces the
challenge of finding the right balance between holding costs and the operational costs involved in adjusting the shipment
sizes. We consider an inventory whose content fluctuates as a Brownian motion in the absence of control. At any moment,
a controller can adjust the inventory level by any positive or negative quantity, but incurs both a fixed cost and a cost
proportional to the magnitude of the adjustment. The inventory level must be nonnegative at all times and continuously
incurs a linear holding cost. The objective is to minimize long-run average cost. We show that control band policies are
optimal for the average cost Brownian control problem and explicitly calculate the parameters of the optimal control band
policy. This form of policy is described by three parameters {q, Q, S}, 0 < ¢ < Q < S. When the inventory falls to zero
(rises to §), the controller expedites (curtails) shipments to return it to ¢ (Q). Employing apparently new techniques based
on methods of Lagrangian relaxation, we show that this type of policy is optimal even with constraints on the size of
adjustments and on the maximum inventory level. We also extend these results to the discounted cost problem.
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1. Introduction and Motivation

Consider a manufacturer that places repeated orders for a
part with a supplier to meet changing production require-
ments. Because of the costs involved in idling manufactur-
ing capacity, backordering or stockouts of the part are not
acceptable. Thus, if inventory of this part falls to precari-
ously low levels, the manufacturer may expedite shipments
or take other actions to increase it. On the other hand, space
and capital constraints limit the inventory the manufacturer
is willing to hold. When inventory grows too large, the
manufacturer may take actions to reduce it. The manufac-
turer’s challenge is to minimize the space and capital costs
associated with holding inventory and the operational costs
involved in adjusting supply.

This problem is common in the automobile industry,
where the costs of idling production at an assembly plant
can exceed $1,000 per minute. Although an assembly plant
typically produces vehicles at a remarkably constant rate,
the composition of those vehicles can vary widely either
in terms of the options they require or, as manufacturers
move to more flexible lines, in terms of the mix of models
produced. It is not unusual in the industry to see usage of
a part vary by over 70% from one day to the next. Elec-
tronically transmitted releases against a standing purchase
order have essentially eliminated ordering costs and care-
ful packaging, loading, and transportation planning have
squeezed planned transportation costs to the last penny.
But the increasing number of models and options have
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increased the variability in usage, while growing reliance
on suppliers in lower-cost countries such as Mexico and
China have compounded the complexity of supply. Thus,
we focus on the balance between the capital and space
costs of carrying inventory and the unplanned costs such as
expediting and curtailing shipments incurred in controlling
inventory levels.

We model this problem as a Brownian control problem
and seek a policy that minimizes the long-run average cost.
We model the netput process or the difference between
supply and demand for the part in the absence of any con-
trol as a Brownian Motion with drift u and variance o?.
Inventory incurs linear holding costs continuously and must
remain nonnegative at all times. The manufacturer may, at
any time, adjust the inventory level by, for example, expe-
diting or curtailing shipments, but incurs both a fixed cost
for making the adjustment and a variable cost that is pro-
portional to the magnitude of the adjustment. The fixed cost
and the unit variable cost depend on whether the adjust-
ment increases or decreases inventory because these involve
different kinds of interventions.

We address the average cost problem rather than the
more traditional discounted cost problem for several rea-
sons: First, although the notion of a discount factor may be
natural and intuitive in many applications including finance,
it is generally alien to material planners and the chal-
lenges of motivating it and eliciting a value for it outweigh
the potential benefits. Second, researchers have tradition-
ally pursued the discounted problem because that version
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of the dynamic programming operator exhibits favorable
contraction properties that facilitate analysis. Although the
discounted cost version of our Brownian control problem
has been studied in the literature (Harrison et al. 1983), the
average cost version has not.

A common method for solving long-run average cost
problems is to utilize the discounted cost problem and
take the limit as the discount rate goes to zero; see,
for example, Feinberg and Kella (2002), Hordijk and
van der Duyn Schouten (1986), Robin (1981), and Sulem
(1986). In this paper, we address the average cost prob-
lem directly without the traditional reliance on a limit of
the discounted cost version. This approach is more direct,
more elegant, and opens the possibility of tackling average
cost problems with more general holding cost structures
because it does not require explicit solutions to the dis-
counted cost problem. We show that control band policies
are optimal for the average cost Brownian control prob-
lem. This form of policy is described by three parameters
{g,0,S},0<q<Q<S. When the inventory falls to zero,
the manufacturer expedites a shipment to return it to q.
When the inventory rises to S, the maximum allowed, the
manufacturer curtails shipments, reducing the balance to Q.
The simplicity of this policy greatly facilitates its appli-
cation in industrial settings such as automobile assembly,
with thousands of parts to manage.

We extend the Brownian control problem by introducing
constraints that reflect more of the realities of the inventory
management problem. First, we impose an upper bound on
the inventory level to reflect physical limits on total avail-
able inventory space or financial limits on the inventory
budget. In addition, noting that the magnitude of adjust-
ments may be limited, for example, by the nominal ship-
ment quantity or the capacity of the transportation mode,
we introduce bounds on the magnitude of each control. We
prove that control band policies are optimal for the average
cost Brownian control problem even with these constraints
on the maximum inventory level and on the magnitudes of
adjustments to the inventory. In each case, we provide opti-
mality conditions that allow explicit calculation of the opti-
mal control parameters. In fact, employing apparently new
applications of Lagrangian relaxation techniques (Fisher
1981), we show how to reduce the constrained problem to
a version of the original unconstrained problem and, in the
process, provide methods for computing the optimal con-
trol band policy in the presence of the constraints. This
approach extends to constrained versions of the discounted
cost problem and we state the analogous results in that
setting.

In their paper, Harrison et al. (1983) addressed a prob-
lem in finance called the stochastic cash management prob-
lem in which a certain amount of income or revenue is
automatically channelled into a cash fund from which oper-
ating disbursements are paid. If the balance in the cash
fund grows too large, the controller may invest the excess.
If it becomes too small, he may sell off investments to

replenish it. The challenge is to minimize the discounted
opportunity costs associated with holding cash in the fund
and the transaction costs involved in buying and selling
investments. They showed that a control band policy is
optimal for the stochastic cash management problem and
provided methods for computing the optimal control band
policy. Although they studied exactly our problem but with
discounted costs rather than average costs, Taksar (1985)
studied the average cost problem but with a different cost
structure on the controls: He minimized the average holding
and control costs when there are no fixed costs for control
and singular control is employed. He showed that the opti-
mal policy, characterized by two constants a < b, keeps the
process inside [a, b] with minimal effort. Constantinides
(1976) studied a similar cash management problem that
allowed both positive and negative cash balance. Although
he looked at the average cost problem, he assumed the opti-
mal policy to be of a simple form and proceeded to find
the optimal parameters of this policy. On the other hand,
Richard (1977) looked at a diffusion process with fixed plus
proportional adjustments costs and general holding costs,
and showed that the optimal policy is one of impulse con-
trol in both the finite- and infinite-horizon discounted cases,
without addressing the existence of such a control.

Our model differs from the ones in these works in many
ways. While Harrison et al. (1983) and Richard (1977)
allow adjustments of any magnitude, we introduce con-
straints on the magnitude of adjustments to the inventory
level. While Constantinides (1976) did not have any con-
straints on the inventory level, even allowing negative val-
ues, Harrison et al. (1983) required that inventory remain
nonnegative at all times, and Taksar (1985) allowed the
holding cost to be infinite outside a range, which amounts
to constraints on the inventory level. On the other hand,
we introduce a constraint on the maximum inventory level
while keeping inventory nonnegative. We develop a method
built on ideas from Lagrangian relaxation techniques to
handle these additional constraints. The method is quite
general and we extend it to analogously constrained ver-
sions of the discounted cost problem. Finally, Harrison
et al. (1983) considered the Brownian control problem in a
financial setting where discounting costs over time is natu-
ral and appropriate. We consider the problem in an indus-
trial setting where the long-run average cost is more natural
and accepted.

The rest of this paper is organized as follows. In §2, we
describe the average cost Brownian control problem and its
policy space. The main results of this paper, the optimality
of control band policies and optimality conditions that per-
mit ready computation of the optimal policy parameters, are
stated here. Sections 3 and 4 set up the preliminaries for the
solution of the problem. In §3, we introduce a lower bound
for the optimal cost, and in §4, we define a relative value
function for control band policies with average cost criteria
and show that the average cost can be calculated through
this function. In §5, we first consider the bounded inventory
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average cost Brownian control problem in which M, the
maximum inventory level allowed, is finite. We prove that
a control band policy is optimal for the bounded inventory
average cost Brownian control problem and derive explicit
equations used in calculating the optimal control parame-
ters. As a special case, we characterize an optimal solution
for the unconstrained average cost problem with no bounds
on the maximum inventory level. We also demonstrate the
optimal policy for the discounted cost setting with finite M.
In §6, we introduce constraints on the magnitude of the
adjustments. In particular, employing Lagrangian relaxation
techniques, we reduce the constrained problem to a ver-
sion of the original unconstrained problem. Once again, we
solve the constrained problem in the average cost setting
and characterize the optimal policies for the discounted cost
setting as well. We conclude the paper in §7 by looking at
possible extensions and by stating the optimal policy for
the bounded inventory constrained average cost Brownian
control problem, which simultaneously imposes bounds on
the controls and a finite upper limit on inventory.

2. Impulse Control of Brownian Motion

In this paper, we use the following notation and assump-
tions. Let ) be the space of all continuous functions
w: [0,00) - R, the real line. For t > 0, let X,: Q —
R be the coordinate projection map X,(w) = w(t). Then,
X = (X,, t 20) is the canonical process on (. Let ¥ =
o(X,, t 2 0) denote the smallest o-field such that X, is
F -measurable for each ¢ > 0, and similarly let 7, = o (X|,
0 <s<1t) for t > 0. When we mention adapted processes
and stopping times hereafter, the underlying filtration is
understood to be {7,, ¢ > 0}. Finally, for each x € R, let P,
be the unique probablhty measure on (2, %) such that X
is a Brownian motion with drift w, variance ¢, and start-
ing state x under [P,. Let E, be the associated expectation
operator.

We are to control a Brownian motion X = {X,, r > 0}
with mean u, variance ¢, and starting state x. Upward
or downward adjustments, ¢,, are exerted at discrete times,
T,, so that the resulting inventory process represented by
Z ={Z,, t > 0} remains within [0, M], where M is a pos-
sibly infinite bound on inventory. We adopt the convention
that the sample path of Z is right continuous on [0, c0)
having left limits in (0, o0). (The time parameter of a pro-
cess may be written either as a subscript or as an argument,
depending on which is more convenient.)

A policy ¢ ={(T,, &,), n = 0} consists of stopping times
{T,.Ty,...} at Wthh control is exerted and random vari-
ables {&, &, ...} representing the magnitude and direction
of each control. So, T, is the time at which we make
the (n+ 1)st adjustment to inventory and &, describes the
magnitude and direction of that adjustment. We only con-
sider policies that are nonanticipating, i.e., each adjust-
ment &, must be F;- measurable, where, for a stopping
time 7, 7, is defined as in Definition 1.1.11 of Jacod and

T

Shiryaev (2003).

When a policy increases inventory by & > 0, it incurs
cost K + k¢ representing the fixed costs K > 0 of changing
the inventory and the variable costs k& > 0 that grow in
proportion to the size of the adjustment. When a policy
reduces inventory, i.e., when it adjusts inventory by & <0,
it incurs cost L — I¢, where L > 0 is the fixed cost for
reducing inventory and —/¢ > 0 is the variable cost. Finally,
we assume that inventory incurs a positive holding cost of
h > 0 per unit per unit of time.

We consider the average cost Brownian control problem,
which is to find a nonanticipating policy ¢ = {(7,, §,),
n >0} that minimizes.

L[ "
AC(r o) =timsun| - ( [0z, di+ (K -k o
n \’0 i=1

+<L+Z|§,»|>1{§[<0}>)], ()

the expected long-run average cost starting at a given initial
point x € R, =0, c0). Setting

K+k&é if €0,
$(§)=10
L—1¢ ifé<0,

if £=0, (2)

the control problem (1) can be written compactly as

N(T)
AC(x, ¢) = lim sup —[E |:f hZ, dt + Z d(&; ):| 3)

T—o0

where, for each time r > 0, N(t) = sup{n > 0: T, < t}
denotes the number of jumps by time .

We introduce a possibly infinite upper bound M on the
inventory level and restrict our attention to the policy space
9%, which is the set of all nonanticipating policies satisfying
PO<Z <Mforallt>0)=1 forall xeR,. 4

When the upper bound M on inventory is finite, we
refer to the problem as the bounded inventory average cost

Brownian control problem. When M is infinite, adding the
constraints

—d<§é<u foreachi=1,2,...

to the average cost Brownian control problem gives rise to
the constrained average cost Brownian control problem.
Harrison et al. (1983) proved that a simple form of pol-
icy, called a control band policy, is optimal for the dis-
counted cost problem. A control band policy is defined
by three parameters {g, Q, S}, 0 < ¢ < Q < S (they define
control band policies with strict inequalities between the
parameters, 0 < g < Q < S§; however, we allow 0 < g <
Q < S). When inventory falls to zero, the policy exerts a
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control to bring it up to level g. When the inventory rises
to S, the maximum allowed, the policy exerts a control to
reduce it by s =S — Q and bring it to level Q. If the ini-
tial inventory level lies outside the range [0, S], the policy
exerts a one-time control &, to bring it to the closer of level
q or level Q. Thus, the control band policy {¢, Q, S} is
defined by {(7,,, &,), n = 0}, where T, =0,

g—X, if X,<0,

50: 0

0-X, ifX,>S5,

if0<X,<S,

thereafter, {7, n > 0} are the hitting times for {0, S}, i.e.,
T,={t>T,:Z,=0o0r Z,=S} foralln=1,2,... and

qg ifZ(T)=0,
€=
—s it Z(T;7)=S.

When ¢ is a control band policy with parameters {g, Q, S},
the average cost does not depend on the initial state x,
and hence we also use AC(¢) or AC(g, Q, S) to denote its
average cost.

Now we state the main results, Theorems 1 and 2, of this
paper. Theorem 1 says that a control band policy is optimal
for the bounded inventory average cost Brownian control
problem. Theorem 2 says that a control band policy is also
optimal for the constrained average cost Brownian control
problem. Both Theorems 1 and 2 provide explicit formulas
for calculating the optimal control parameters.

THEOREM 1. The bounded inventory average cost
Brownian control problem admits an optimal policy that
is a control band policy. Furthermore, if w # 0, the
parameters {q*, Q*, S*} of the optimal control band policy
@* are defined by the unique nonnegative values of A, s, A
and Q > A satisfying

_ s2(1+eP) s s 1
~uicey ) i p) @

_ hA hs(1—eP?) ePr—1
e R ) ©
_ h(Q—A)seP N h(A%?—Q?) N hs(eP2 — eP)
— p(l—ef) 2 uB(1—e)
OB (Q—A)
—(l+k)(Q—A)+A(B(1_e_BS)—1_e_ﬁs>, (7)
such that
AS—M)=0, 8)
S<M, )

where B=2u/0? g=0—A, and S=Q +s.

If w =0, the parameters of the optimal control band
policy ¢* are defined by the unique nonnegative values of
A, s, A and Q satisfying (8), (9) and

hs® s
L= 602 + 5 (10)
h(A?+ A A
l+kzw+,\_’ (11)
2 s
_Qh Qs Ahs  A%h
T 302 2072 202 30?
2 _AZ
+(A—Q)(l+k)+)\<Q 5 ) (12)

where g=Q — A and S=Q + .

For each fixed A > 0, (5) alone determines s =S — Q,
after which (6) determines A = Q — ¢, and then (7) deter-
mines g. The value of A that also satisfies (8) and (9) gives
the optimal control policy.

THEOREM 2. The constrained average cost Brownian con-
trol problem admits an optimal policy that is a con-
trol band policy. Furthermore, if p # 0, the parameters
{g*(d,u), Q*(d,u), S*(d, u)} of the optimal control band
policy ©* are defined by the unique nonnegative values of
A m,os, A and Q > A satisfying

_ s2(14eP) s
L_)‘d__h<—2p,(1—eﬁs)+@)’ (13)
hA  hs(1 —ePh)

k+n+l4d=—————-—"2, (14)
wo p(l—eh)
K u_h(Q—A)seBS h(A*— Q%)  hs(eP?—eP)
Ky 2w pBl—e )
—(I+A+k+m)(Q—-A), (15)
such that
AMd —5)=0, (16)
nu—Q+A)=0, (17)
s<d, (18)
0—-A<u, (19)

where B=2u/0% g=0 —A, and S=Q +s. If u=0,
the parameters of the optimal control band policy ¢* are
defined by the unique nonnegative values of A, m, s, A, and
Q > A satisfying (16)—(19) and

hs?
L—Ad=2 20
o2 (20)
(A2 + A
l+)\+k+n=(—+2s), @1)
g
_Qh  Qhs  Nhs N

K —nu=
Ul 302 202 202 307

+(A-Q)I+A+k+mn), (22)
where g=Q — A and S=Q + .
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Note that when d = oo, we take A =0 as the unique
solution to (16), and when u = oo, we take n =0 as the
unique solution to (17).

Control band policies are also optimal for the discounted
Brownian control problem, with constraints on the inven-
tory space and magnitude of adjustments; see Theorem 3
in §5 and Theorem 4 in §6.

The rest of this paper is devoted to the proofs of The-
orems 1 and 2. In §3, we establish a lower bound on the
average cost over all feasible policies. In §4, we define a
relative value function for each control band policy with
average cost criteria and show that the average cost can be
calculated through this function. In §5, we complete the
proof of Theorem 1 by showing that the average cost of
a control band policy with a particular choice of control
parameters achieves the lower bound. We prove Theorem 2
in §6 by employing Lagrangian relaxation techniques. We
reduce the constrained problem to a version of the original
unconstrained problem.

3. Lower Bound

In this section, we show how to construct a lower bound on
the average cost over all feasible policies. Then, in §4 we
define the relative value functions for control band policies
and show how to compute their average costs. In §5, we
construct a particular control band policy {¢*, Q*, S*} and
show that its value function provides a lower bound, and
thus establishing the optimality of the control band policy.

PROPOSITION 1. Suppose that f: [0, M] — R is continu-
ously differentiable, has a bounded derivative, and has a
continuous second derivative at all but a finite number of
points. Then, for each time T > 0, initial state x e R, and
policy {(T,,,), n>0} € 2,

E.[f(Z)]
N(T)

—el@+E| [ Tzl +[Ex['; o) @

where

0, = F(Z(T) = fZT) forn=1.2....

and (24)
O =307 +f

ProOOF. The proof follows from an application of Ito’s for-
mula and is similar to the proof of (2.16) in Harrison et al.
(1983). (Ito’s formula for semimartingales can be found,
for example, in Theorem 1.4.57 of Jacod and Shiryaev
2003.) O

The following proposition shows that each function sat-
isfying certain conditions provides a lower bound on the
optimal average cost.

PROPOSITION 2. Suppose that f: [0, M] — R satisfies all
the hypotheses of Proposition 1 plus

I'f(x) —hx—Tf(0)<0 for almost all 0 < x < M, (25)
FO)—f() < K+k(x—y)

< forO0<y<x< M, (26)
f)=f)<SL—=I(x—Yy)

forO<x<y< M. (27)

Then, AC(x, ¢) = —I'f(0) for each policy ¢ € P and each
initial state x €R .

Proof. Recall the definition of 6, in (24) and ¢(&,)
in (2). Note that for each n, 6, < ¢(£,) by conditions (26)
and (27). It follows from (23) and (25) that

E L@ <ELEN+E| [z, a1

FTIOT +E, [f #(6)]. (28)
Dividing both sides of (28) by T and letting T — oo gives
~I7(0) +limsup . [£(Z)] € AC(x, ) (29)

If limsup,_ . (1/T)E,[f(Z;)] = 0, (29) yields —I'f(0) <
AC(x, ¢), proving the proposition. Now suppose that
limsup,_, . (1/T)E,[f(Z;)] < 0. We show that this implies

AC(x, ¢) = oo, (30)
which again yields —I'f(0) < AC(x, ¢), as desired. To
prove (30), set a = limsup;_ . (1/T)E,[f(Z;)]. Because

a < 0 by assumption, it follows that there exists a constant
t* > 0 such that

%[Ex[f(ZT)] <a/2 forT >t

and so E,[f(Z;)] < Ta/2 for T > t*. Because f has
bounded derivatives, it is Lipschitz continuous. Thus, there
exists a constant ¢ > 0 such that

f(2y) = f(Zy) <|f(Z1) = [(Z))]

<
SclZy = Zy| < e(Zr + Zy) G

for T > 0. Taking expectations on both sides of (31), we
see that

f) —Ef(Zp)] < e(E[Zr]+x)

for all T > 0. Therefore,

1
E.[Z]=-[f(x)+¢ta|/2]—x=ct+c, forall t>=1",
C
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where ¢, = |a|/(2c) and ¢, = f(x)/c — x. It follows that and the boundary conditions
1 /7 = —K-—
AC(x, @) >limsup[Ex|:? / hZ, dt] V) =V(g) —K—kq, (37)
=0 0 V(S)=V(Q)—L—Is. (38)

T

1
=hlimsup— | E,[Z,]dr
T—o0 0
1 /T
> hlimsup —/ eyt dt |+ he,
T— o0 T r*
) c (TZ _ t*Z)
= hlimsup| —————= | + hc, = oo,
T—o0 2T

proving (30). O

REMARK. In the discounted cost problem, Harrison et al.
(1983) obtained a bound similar to the one in Proposition 2.
In proving their bound, they require their policies to satisfy
the conditions

P(Z,>20forallt>0)=1 forall xeR, and (32)
E, Y e "i(1+|&]) <oo forall xeR,, (33)

i=0

where vy is the discount rate, and, as before, R, := [0, c0).
They used condition (33) to ensure that when f has
bounded derivative, E,[e™"T f(Z;)] — 0 as T — oc.

A natural analog of (33) for the average cost problem is

n

1
limsup[ExT Y (14]§]) <o forall xeR,. (34)

n— o0 n i=0
One suspects that condition (34) should analogously lead to
E.[f(Z;)/T]—>0 asT— o0 (35)

as long as the corresponding average cost is finite. Sur-
prisingly, one can construct counterexamples such that (35)
does not hold even though condition (34) holds and the
corresponding average cost is finite; see §A of the online
supplement for a counterexample. We are able to obtain the
lower bound in Proposition 2 without condition (34) on the
policies.

An electronic companion to this paper is available as part
of the online version that can be found at http://or.journal.
informs.org/.

4. Control Band Policies

In this section, we show that for a given control band
policy ¢ = {q, Q, S}, the associated long-run average cost
AC(x, ¢) is independent of the initial state x. Furthermore,
the average cost can be computed through a relative value
function, which we define below.

Proposition 3 below shows that there is a constant g and
a function V that satisfy the ordinary differential equation
(ODE), known as the Poisson equation,

I'v(x)—hx+g=0, 0<x<S, (36)

The constant g is unique and the function V is unique up
to an additive constant. With a slight abuse of terminology,
any such function V is called the relative value function
associated with the control band policy ¢. The significance
of the relative value function and the constant g is that they
provide the long-run average cost AC(x, ¢) of the control
band policy through the formula AC(x, ¢) =g =—IV(0).

PROPOSITION 3. Let the parameters of the control band pol-
icy o ={q, 0, S} be fixed.

(a) There is a function V: [0, S] — R that is twice con-
tinuously differentiable on [0, S| and satisfies (36)—(38).

(b) Such a function is unique up to a constant.

(¢c) The constant g is unique. The average cost of the
control band policy {q, Q, S} is independent of the starting
point and is given by g = —T'V(0).

ProOF. We address only the case u 7% 0. The case u =0 is
analogous. The general solution to the ODE (36) is

V(x)=Ax+ Be #/oNx 4 i)c2 +E

2
for some constants A, B, and E. The boundary conditions
(37) and (38) determine the values of A and B uniquely.
Thus, we have proved both (a) and (b). Because g is a
constant, it follows from (36) that g = —I"'V(0), and thus g
is unique.

To complete the proof of (c), consider the control band
policy ¢ = {q, Q,S} ={(T,,€&,), n > 0}. Because V is
twice continuously differentiable and has bounded deriva-
tive on [0, S], we have by Proposition 1 that

T N(T)
V@)=V @ [ TvEa| e[ 3o, |
where 6, = V(Z(T,)) — V(Z(T,)) for n = 1,2,....
Because V satisfies (37) and (38), 0, = V(Z(T,)) —

V(Z(T;)) = ¢(&,) for n=1,2.... Therefore, because V
and g satisfy (36),

EV(Z)]-ELV(Zo)] + T

T N(T)
=[Ex[/0 FV(Z,)+gdr} +[EX[Z 0,1]
n=1

—E, [/OT hz, dt] +E, [N(é) ¢>(§,-)}~

Finally, dividing both sides by 7, taking the limit as
T — oo, and observing that

.1
Jim —E[V(Z)] =0,

we have that AC(x, ¢)=¢g. O
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REMARK. From the proof of Proposition 3, the average cost
of the control band policy ¢ has the formula AC(x, ¢) =
g =-TV(0) = —(6?h/(2n) + pA). A detailed compu-
tation in terms of A shows that the latter expression is
equal to

AC(x, @)
N (SZ_QQ)C qZD 0.2
2(sC—¢D) 2(sC—gD) 2u
L+1s)C+(K+kq)D
L LEWCH K kgD
sC—gD
= (39)
382 —-38s+5*—¢*
328 —s—q)
(K/q)+k)o,  ((L/s)+ Do, L=0
2S—s5s—gq 28 —5s—gq ’
where
C=ePi—1,

D=eP5— P2

§B of the online supplement provides an alternative deriva-
tion of (39) for the average cost AC(x, ¢) of a control band
policy ¢. The derivation is based on a basic adjoint rela-
tionship (see Harrison and Williams 1987a, b), which may
be of independent interest.

Note that the relative value function of any control
band policy satisfies conditions (36)—(38), which are related
to conditions (25)—(27) used in Proposition 2 to con-
struct a bound. In §5, we construct a control band policy,
{g*, O*, S*}, whose relative value function can be extended
to [0, M]. For the extended function to satisfy conditions
(25)-(27) for all x € [0, M], the parameters {g*, O*, S*}
must be the unique values specified in Theorem 1.

5. Optimal Policy Parameters

One of the main results of this paper, stated in Theorem 1,
is to prove that a control band policy is optimal for the
bounded inventory average cost Brownian control problem
and to provide optimality conditions that permit ready com-
putation of the optimal policy parameters. In the remainder
of this section, we prove Theorem 1. The outline of the
proof is as follows.

In Proposition 3, we have proved that for any control
band policy ¢ = {g, Q, S}, its average cost is given by
—I'V(0), where V, defined on [0, S], is the relative value
function. We are to find a particular choice of parameter
set {g*, O, S*} such that the corresponding relative value
function V can be extended on [0, M] and the extended
function satisfies the conditions of Proposition 2. Thus,
—TI'V(0), in addition to being the average cost of the con-
trol band policy {g*, Q*, S*}, is also a lower bound on the
average cost of the bounded Brownian control problem.
Therefore, the control band policy {¢*, Q*, S*} is optimal.

Recall that for a given set of parameters {g, Q, S}, the
corresponding relative value function satisfies (36)—(38).
To search for the optimal parameter set {g*, Q*, S*}, we
impose the following conditions on {¢, @, S} and V:

V'(q) =k, (40)
V'I(Q)=-L, (41)
V'(§S)=—1—A, (42)
AMS—M)=0, and (43)
S<M, (44)

where A > 0. Lemma 1 below shows that the parameter
set {¢*, O*, S*} satisfying (40)—(44) exists. In the proof of
Theorem 1, presented immediately following Lemma 2, the
corresponding relative value function will be extended to
[0, M]. Condition (40) is to ensure that the extended func-
tion satisfies inequality (26) of Proposition 2, and condi-
tion (41) is to ensure that the extended function satisfies
inequality (27) of Proposition 2. Condition (42) is to ensure
that the derivative of the extended function is also contin-
uous at S*.

LEMMA 1. (a) There exists a unique nonnegative solution
s*, A%, Q% \* satisfying (5)—(9).

(b) For the parameter set {s*, A*, Q*, A\*}, the corre-
sponding relative value function satisfies (40)—(44).

Proor. We demonstrate the proof for u # 0. When u =0,
the arguments are analogous.

The proof of part (a) is given in §C of the online sup-
plement.

Now we prove part (b). Set $* = Q* + s* and ¢* =
0* — A*. We now show that the relative value function V
corresponding to the control band policy {g*, O*, S*} sat-
isfies (40)—(44).

First, note that the function

hs*(1 — e_(z“/gz)x) hx .
fx)=- pn(l— e—(ZM/UZ)S*) + F —I=A

B L Ul B
uw (1 — e=Cu/a™)s™)

(1- e—(zn/vz)x)

1 — e-Culod)s

—1 (45)

is the unique solution to the ODE: I'f(x) — h =0 for
—Q* < x < 5" and satisfies boundary conditions f(0) = —I
and f(s*)=—I—A*. Let

7(x) =f(x—Q),

It follows that 7r is the unique solution to the ODE

0<x<S.
'r(x)—h=0, 0<x<S%, (46)
satisfying the boundary conditions

m(Q*)=—1 and (47)
T($*)=—1—A. (48)
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(When u =0, 7(x) = (hx*/0?) + Bx + C for some con-
stants B and C.)
For x € [0, §*], let

v =[ " () du. (49)
0

We claim that V(x), defined on [0, S*], is a relative value
function of the control band policy {g*, O*, S*}. To see
this, we first note that (I'V(x) — hx)' =0 on [0, S*], and
thus I'V(x) — hx is a constant on [0, S*]. Denoting the con-
stant by —g, we have that V(x), together with the constant
g, satisfies the Poisson equation (36). We next prove that
V(x) satisfies boundary conditions (37) and (38). Boundary
condition (38) can be written in terms of 7 as

L=V(Q")—V(S*)—I(S*— Q%)
—— [ (@ +Ddx== [ (f()+D)dx
o* 0

s2(14eP) s s* 1
=—h| —— 4+ — Ml ———————=1], (50
(m(l—eﬁs*) +BM)+ (1_6&* ﬁ) 0
which holds because of (5). Similarly, boundary condi-
tion (37) can be written in terms of 7 as

K=V(q")—V(0) —kqg"

=/0q*(77(x)—k)dx=f

) -k d
.

_ h(Q* _ A*)S*eﬁs* h(A*Z _ Q*Z)
o p(l—e) 2p
hs*(eP9" — P2
2 T (I+k)(QF - A
e (R A
. eBQ _ oBA” (0" — A%
A (/3(1 Sy T 1o ) G

which holds because of (7). Therefore, V(x) is the relative
value function of the control band policy {¢*, Q*, S*}.
Clearly, V(x) satisfies conditions (41) and (42). To com-
plete the proof of the lemma, it remains to prove that V(x)
satisfies condition (40). To see this, condition (40) requires

k=m(q")=f(q"— Q") =f(-A")
hs*(1 — e(z“/"z)“)
(1 — e Criodsy
hA* 1 — o@u/o?)a*
S
n 1 — e—@n/o?)s

(52)
which is equivalent to (6). Thus, the function V(x) is the

relative value function satisfying (40)—(44). O

The following properties of 7 are useful in the proof of
Theorem 1.

LEMMA 2. Let m: [0, S*] — R be the unique solution to the
ODE (46) satisfying (47) and (48) for the optimal param-
eters {s*, A*, Q*, \*} satisfying (5)—(9). Extend (x) to
[$*, M) via w(x) = —I for x € [S*, M). Then,

(a) For x € [0,4*], w(x) = k, and for x € [q*, M],
m(x) < k.

(b) For x € [0, Q*], m(x) = =1, and for x € [Q*, M],
m(x) < —L

ProoF. Recall that 7(x) = f(x — Q*) for all x € [0, $*],
where f is defined in (45). When u > 0, it is clear from
(45) that r is strictly convex. The result follows from the
convexity of 7r and conditions (47)—(48) and (52).

When p < 0, we have two cases to consider. If
(hs*/p) + A* < 0, 7 is again strictly convex, hence the
same arguments apply. If (hs*/u) + A* > 0, 7 is strictly
concave and decreasing. To see this, note that

o~ (2u/0%)x

, hs* « |21 h
f(x)——|: /-L +/\1|Fm+;<0.

In this case, the result follows from (47)—(48) and (52). O

PROOF OF THEOREM 1. Let s* >0, A* >0 and QO* > A* and
A* > 0 be the unique solution in Lemma 1. We now show
that the control band policy {g*, O*, S*} is optimal for the
bounded inventory problem, where g* = Q(A*) — A(A*),
0*=Q(A"), and §* = Q(A*) +s(A*) < M.

Recall that in the proof of Lemma 1, the relative value
function of the control band policy {¢*, Q*, S*} can be
expressed as V(x) = fOX w(y)dy for x € [0, S*], where
m(x) = f(x — Q) is given by (45).

For $* < x < M, we extend V and 7 as

V() =V(Q) —L—-1(x—0Q),

Thus, the extended function V, still denoted by V, satisfies

m(x)=—L. (53)

V(x)= fox w(y)dy, xe€[0,M). (54)

We now show that the extended function satisfies all the
conditions of Proposition 2.

First, condition (38) implies that V is continuous at S*,
thus continuous on [0, M]. Next, we show that V has con-
tinuous derivatives in (0, M). If $* = M, then V'(x) =
m(x) for x € (0, M), and thus V’(x) is continuous in
(0, M). Now, assume that S* < M. By (43), A* =0. There-
fore, condition (42) implies that the left-side derivative of
V at §* is —I, which is equal to the right-side derivative
obtained from (53). Clearly, the second derivative of V is
continuous on [0, $*) and on (S*, M).

We now check that V satisfies condition (25) of Propo-
sition 2. By construction,

I'v(x) —hx—TV(0)=0 for x€][0,S*]. (55)
We show that V satisfies

TV —hx—TV(0)<0 for §* <x< M. (56)
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It is enough to consider the case when S* < M, and
hence A* =0.
From (55),

0=V"(S*=) +uV'(§* =) — hS* — TV (0)
= V(") — ul — hS* — TV (0).

Also, V"(8*—) = 7'(S*—) = f'(s*) = 0. The latter inequal-
ity follows from the fact that f(x) is strictly convex with
its minimum in (0, s*) when A* =0.

It follows that

—pul—hx =TV (0) < —ul — hS* —TV(0) <0

for all S* <x < M, which proves (56).

We demonstrate that (26) holds. The arguments for (27)
are analogous and we leave them to the reader.

Recalling that when 0 <y <x < M, V(x) — V(y) =
f} * 1 (z) dz, we apply the observations of Lemma 2 to the
following cases:

Case 1. g* <y <x< M. In this case,

V) =VO) = [ m(2)dz <k(x—y) <K +k(x—Y).
y
Case 2. 0<y< g* <x < M. In this case,

V(y) - V(0) = /0 "#()dz>ky and (57)
V(x)=V(0)=V(g")—V(0)+V(x)—V(q")

=K+kq*+/ 7(z)dz < K +kx
-

from which it follows that V(x) — V(y) < K+ k(x—y) as
desired.

Case 3. 0 <y < x < ¢*. In this case, we still have
(57) and

V(x) = V(0) = V(¢") — V(0) — f"* 7(z) dz = K + kq*
_/q*rr(z)dzgl(—i—kx

from which (26) again follows.

Thus, by Proposition 2, AC(x, ¢) > —I'V(0) for each
policy ¢ € 2 and each initial state x € R, where —I'V(0)
is the average cost of policy {g*, Q*, S*}. It remains only
to show that this same inequality holds for x < 0, which
we leave as an exercise. [J

Note that when M is infinite, the bounded inventory aver-
age cost Brownian control problem becomes the uncon-
strained average cost Brownian control problem. In this
case, it is clear that an optimal policy is the control band
policy with parameters {g, Q, S} determined by the solu-
tion to (5)—(7) (or (10)—(12)) with A =0.

COROLLARY 1. A control band policy is optimal for the
unconstrained average cost Brownian control problem. The
parameters of this optimal policy are the unique solu-
tion {q*, Q*, S*} to Equations (5)—(7) (or (10)—~(12)) with
A=0.

These results extend to the bounded inventory discounted
cost problem that imposes a bound on the maximum inven-
tory level in the discounted problem described by Harrison
et al. (1983). We state the result without proof. Here, y > 0
is the discount rate.

THEOREM 3. The bounded inventory discounted cost Brow-
nian control problem admits an optimal policy that
is a control band policy. Furthermore, the parameters
{q*, O*, S*} of the optimal control band policy ¢* are
defined by the unique nonnegative values of A, s, A, and
0 > A satisfying

r(1—e ) (1 —e®) (l + l)

(e —ers) a p
r e*—1 e -1
+ /\< — < + >> (58)
exs — e~ pPs o p
c= r(—1 —e” e 4 —ef” -1 e”A>
eas — p—ps eas — o—ps
+ A(%(M - e-aﬁ)>, (59)
eus — g ps

. [ (1= ) (e =) (e —1)(er?— >]
T e e plews—e )

L=rs+

B e RCY
0=A(S—M), (61)
S<M, (62)
where,
r=h/y—I, (63)
c=h/y+k>r, (64)
a=[(u’+2y0)'? —p]/a* >0, (65)
p=[(p+2y0*)'"? +pul/o? >0, (66)

S=Q0+sand g=Q0—A.

6. Constrained Policies

In this section, we add the constraints —d < §; < u on the
magnitude of adjustments to the inventory to the average
cost Brownian control problem.

One of the main contributions of this paper is a new
technique based on methods of Lagrangian relaxation that
reduce the constrained problem to a version of the original
unconstrained problem and, in the process, provide meth-
ods for computing the optimal control band policy in the
presence of the constraints.
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Theorem 2 shows that a control band policy is optimal
for the constrained average cost Brownian control problem
and provides optimality conditions that permit ready com-
putation of the optimal policy parameters.

ProoOF. We prove Theorem 2 for the special case where
u = oo and leave the rest as an exercise to the reader. In
this case, the constrained problem becomes

AC*(d, o)
1 % !
= inf lilslsotlp E, [?ﬂ (/0 hZ,dt+ g((K +kE)gm0)
+(L—1&)1 {gid)}))} (67)
st. —d<§,
peP.

Note that as in the unconstrained problem, AC*(d, c0) does
not depend on the initial state x, so we omit the initial state
from our notation. The notation AC*(d, o0) indicates that
u = oo and we are only imposing a bound on the magni-
tude of reductions. The notation AC*(o0, o0) refers to the
unconstrained problem.

We proved in Corollary 1 that a control band policy is
an optimal policy for the unconstrained problem

AC* = AC* (o0, 00) =min AC(¢p) (68)
@
s.t. oeP.

We show that a control band policy solves the con-
strained problem (67) and, in fact, reduces this constrained
problem to a version of the unconstrained problem (68).

Let {g*, O*, S*} be the optimal solution to the uncon-
strained problem. There are two possible cases:

Case 1. s* =S8* — Q* < d. In this case, the control band
policy that is optimal for the unconstrained problem is also
optimal for the constrained problem.

Case 2. s*=8*— Q" >d.

We prove that also in Case 2 a control band policy is
an optimal policy for the constrained problem. To prove
this result, we use Lagrangian relaxation, a classic method
for constrained optimization that moves the constraint to
the objective and assigns it a price A. The resulting uncon-
strained problem provides a bound on the objective of the
original constrained problem. We find a control band policy
that achieves this bound thereby proving its optimality.

We introduce a Lagrange multiplier A > 0 and move the
constraint —d < §; to the cost function. For each scalar
A 20 and policy ¢ € 2, we define the Lagrangian function

1 (7 "
iﬁ(@;A):limsupEx[?(/ hZ,dt+) ((K+k&) o
w \Jo

n—oo i=1

+(L—1E) e oy — A(d + fi)1{§,<o}))]-

Because we show that the optimal policy does not depend
on the initial state x, we omit the initial state from the
notation of the Lagrangian function. For fixed A > 0, the
Lagrangian primal is

L(A)=min Z(¢; ) (69)
s.t. e P,

Note that for each A > 0, &L (¢; A) < AC(¢) for each
feasible control policy ¢, and so £(A) < AC*(d, o).

The Lagrangian problem (69) can be expressed as a ver-
sion of the unconstrained problem with modified costs for
reducing inventory. In particular,

n— o0

e L -
3(/\)=1r‘thmsup[Ex[Fn(/0 hZ,dt+§((K+k§i)l{gi>o}

(L= 161 gy~ A(d + f,-)l{g,.@}))}

st. ¢eP

1 T n
— inf lim sup [EX[F (/ hZ,di+ Y (K +ké) g
n \’0 i=1 '

¢ nooo

(L-Ad— (4 A)f,-)l{g,.@}))]
st. ge.

Hence, for each 0 < A < L/d, the Lagrangian problem
admits a control band policy ¢, = {q,,0,,5,} € & as
an optimal policy, and so Z(¢,; A) = £(A) for each
0< A< L/d. Now consider the dual problem

g = max Z(A) (70)
s.t. A>=0.

Note that & < AC*(d, o0). If we can find a multiplier
0 < A* < L/d such that the control band policy ¢, = {g,,
Q)+, S)«} satisfies

S \x :SA* - Q)\* < d, i.e., gi = — )« 2 —d
whenever &, <0 (71)
and
A*(d—s).) =0, (72)
then
AC(9).) = L(y: A') = Z(AY)
S £ <AC(d, ) <AC(¢)-),

proving that A* is an optimal solution to the dual prob-
lem (70) and ¢,. is an optimal policy for the con-
strained problem. When the unconstrained problem yields
s*=8*— 0* <d, A* =0 and the proof is complete. When
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this is not the case, existence of a Lagrange multiplier 0 <
A* < L/d satisfying (71) and (72) for each d > 0 can also
be shown. See §D of the online supplement for details of
the proof. Thus, we have proved Theorem 2 for the special
case where u=o00. O

In the discounted cost problem when the magnitude of
adjustments is bounded, using similar arguments it is pos-
sible to prove the optimality of the control band policies.
We briefly describe the mechanism behind the proof for
the special case u = co, but omit the details. Following the
notation of Harrison et al. (1983) in which the problem is
formulated as finding a policy that maximizes the reward,
we let R(s) = —L + rs denote the return achieved each
time the upper boundary is hit, where r is defined in (63).
We introduce a Lagrange multiplier A > 0 and move the
constraint s < d to the cost function. Thus, whenever the
upper bound is hit, the system incurs a reward R(s, A) =
—L+rs+ A(d—s). Note that because A >0 and d —s >0,
R(s,A) = R(s) for all feasible s, and so the Lagrangian
problem provides an upper bound on the objective.

We may rewrite R(s, A) as

R(s,A)=—(L—Xd)+ (r —A)s.

So, R(s, ) is equivalent to the original discounted cost
problem with parameters L — Ad and r — A. Hence, the
optimal solution is again a control band policy. It is easy to
show the existence of A < L/d so that the solution of the
Lagrangian relaxation yields s < d and the optimal solution
is given by Theorem 4.

THEOREM 4. The constrained discounted cost Brownian
control problem with & > —d admits an optimal policy
that is a control band policy. Furthermore, the parame-
ters {q*, Q*, S*} of the optimal control band policy ¢* are
defined by the unique nonnegative values of A < L/d, s, A,
and Q > A satisfying

L—Ad
—(ene RO (L 0). oy
(enmemy \ap
C=(V—)‘)<#€_“+e,‘m—_l,€”>, (74)
eas — p=ps eas — p—ps
(B vl
a(ex —e=rs)
@w_”@w_wﬂ}—dQ—m (75)
ple* —e ) ’
0=A(s—d), (76)
s<d, (77)

where, 1, ¢, a, and p are given in (63)—(66), S = Q + s,
and g=Q — A.

7. Concluding Remarks

In this paper, we showed that an optimal policy for the
average cost Brownian control problem is a control band
policy and demonstrated how to calculate the optimal con-
trol parameters explicitly. We also considered the bounded
inventory average cost Brownian control problem in which
the total available inventory space is bounded, and the
constrained average cost Brownian control problem in
which the magnitude of each adjustment is bounded. The
bounded inventory constrained average cost Brownian con-
trol problem combines these two problems and simultane-
ously imposes an upper bound 4 and a lower bound u on
the controls, and an upper limit M on inventory. In this
general setting, one can show that a control band policy is
still optimal and its parameters, {g, Q, S}, when u # 0, can
be determined from the unique nonnegative values of A, 7,
7,5, A, and Q > A satisfying

L—1d

_ s2(14eP) s s 1
(g ) M= p)

A A
H"H“:_%_Zi?__eis; /\(leﬁ_e__;), (79)
K —qu= h(Q —A)seP*  h(A2— Q%)  hs(eP? —eP?)

p(1 — ePs) 2u uB(1 —eF)
—(+7174+k+n)(Q—-A)
ePo — ePh —A

e )| (50
such that
AS—M)=0, S<M,
T(d—s)=0, s<d.
nu—-Q0+A)=0, Q0-A<u,

where B =2u/0% g=Q — A, and S = Q + 5. (When
n =0, (78)—(80) are modified accordingly.)

This paper focused on an inventory control problem
whose netput process follows a Brownian motion that has
continuous sample paths. However, in most applications the
netput process is a pure jump process; for example, a down-
ward jump signifies the fulfillment of a customer order. One
hopes to identify a class of inventory systems whose netput
processes can be discontinuous such that our optimal pol-
icy to the average cost Brownian control problem provides
some key insights to these systems. In the manufacturing
setting, the justification of such procedure is often carried
out through heavy traffic limit theorems; see, for example,
Krichagina et al. (1994). Plambeck (2005) proved a heavy
traffic limit theorem for an assemble-to-order system with
capacitated component production and fixed transport costs.
The limit theorem enables her to find an asymptotically
optimal control for the system.

An important contribution of this paper is to develop a
method based on Lagrangian relaxation to solve constrained
stochastic problems. Lagrangian relaxation methods have
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been widely used in deterministic optimization problems,
both to solve constrained problems optimally and to obtain
lower bounds on the optimal solution where it can not
be solved to optimality. In this paper, we showed that
Lagrangian relaxation techniques can be adapted to solve
stochastic control problems as well. This approach makes it
possible to study a whole new venue of problems. Ormeci
(2006) explores this approach in more detail and describes
additional applications of it.

8. Electronic Companion

An electronic companion to this paper is available as part
of the online version that can be found at http://or.journal.
informs.org/.
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