Abstract

We propose a new method to compute bid prices in network revenue management problems. The novel aspect of our method is that it naturally provides dynamic bid prices that depend on how much time is left until departure. We show that our method provides an upper bound on the optimal total expected revenue and this upper bound is tighter than the one provided by the widely known deterministic linear programming approach. Furthermore, it is possible to use the bid prices computed by our method as a starting point in a dynamic programming decomposition-like idea to decompose the network revenue management problem by the flight legs and to obtain dynamic and capacity-dependent bid prices. Our computational experiments indicate that the proposed method improves on many standard benchmarks.
The idea of bid prices forms a powerful tool for building good and practical policies for network revenue management problems. This idea associates a bid price with each flight leg that captures the opportunity cost of a unit of capacity. An itinerary request is accepted only when there is enough capacity and the revenue from the itinerary request exceeds the sum of the bid prices associated with the flight legs that are in the requested itinerary; see Williamson (1992) and Talluri and van Ryzin (1998). Although it is known that the optimal policies are not necessarily characterized by bid prices, the intuitive appeal and ease of implementation of the bid price policies make them a popular choice in practice.

One of the traditional approaches for computing bid prices is based on solving a deterministic linear program. This linear program can be viewed as a deterministic approximation to the network revenue management problem that is formulated under the assumption that the numbers of itinerary requests are known in advance and they take on their expected values. In the deterministic linear program, there exists one constraint for each flight leg and the right sides of these constraints are the remaining leg capacities. Therefore, the optimal values of the dual variables associated with these capacity constraints are used as bid prices. Nevertheless, since the deterministic linear program assumes that the numbers of itinerary requests are known in advance, it does not accurately capture the temporal dynamics of the arrivals of the itinerary requests.

In this paper, we propose a new method to compute dynamic bid prices that depend on how much time is left until the time of departure. Our goal is to compute bid prices that capture the temporal dynamics of the arrivals of the itinerary requests somewhat more accurately than the deterministic linear program. The linear program described above can be viewed as a deterministic approximation, whereas our method directly works with the dynamic programming formulation of the network revenue management problem. The main idea behind our method is to relax the capacity constraints in the dynamic programming formulation by associating Lagrange multipliers with them. In this case, the optimality equation decomposes by the time periods and we obtain a simple expression for the value function. We show that a good set of values for the Lagrange multipliers can be obtained by solving a linear program. Since our Lagrange multipliers depend on how much time is left until departure, the bid prices that we obtain also depend on how much time is left until departure.

Our method shares many of the appealing features of the traditional linear programming approach for computing bid prices. To begin with, it is known that the optimal objective value of the deterministic linear program provides an upper bound on the optimal total expected revenue and we show that our method also provides such an upper bound. Furthermore, a popular method to compute dynamic bid prices is based on decomposing the network revenue management problem into a sequence of single leg revenue management problems. This idea is known as dynamic programming decomposition and the bid prices computed by the deterministic linear program serve as a starting point for this method; see Section 3.4.4 in Talluri and van Ryzin (2004). As a matter of fact, it is possible to show that dynamic programming decomposition computes dynamic and capacity-dependent bid prices that depend not only on how much time is left until departure, but also on how many units of capacity are left on the flight legs. We show that the bid prices computed by our method can also be used in a dynamic programming decomposition-like idea to compute dynamic and capacity-dependent bid prices. Finally,
Talluri and van Ryzin (1998) show that the bid prices computed by the deterministic linear program are asymptotically optimal as the capacities on the flight legs and the expected numbers of itinerary requests increase linearly with the same rate. It is possible to show that the bid prices computed by our method are also asymptotically optimal in the same sense. We do not pursue this result here, but a related technical report provides the details; see Topaloglu and Kunnumkal (2006). In addition to these parallels between our method and the deterministic linear program, we show that the upper bound on the optimal total expected revenue provided by our method is tighter than the one provided by the linear program. Furthermore, computational experiments indicate that the bid prices computed by our method can perform significantly better than those computed by the deterministic linear program.

Network revenue management is an active area of research. Simpson (1989) and Williamson (1992) were the first to use the deterministic linear program to compute bid prices. Talluri and van Ryzin (1998) give a careful study of bid price policies and show the asymptotic optimality result mentioned above for the bid prices computed by the deterministic linear program. Talluri and van Ryzin (1999) propose a randomized version of the deterministic linear program that uses samples of the numbers of the itinerary requests and this randomization significantly improves the performance. Their goal is to alleviate the shortcoming that the deterministic linear program uses only the expected numbers of the itinerary requests and does not pay attention to the probability distributions. Bertsimas and Popescu (2003) compute bid prices by using the change in the optimal objective value of the deterministic linear program induced by a change in the right sides of certain constraints. By doing so, they try to capture the total opportunity cost of the leg capacities consumed by an itinerary request more accurately. In their paper, they also show how to extend the deterministic linear program to handle cancellations and no shows. Section 3.4.4 in Talluri and van Ryzin (2004) gives a description of the dynamic programming decomposition idea that can be used to decompose the network revenue management problem into a sequence of single leg revenue management problems so as to compute dynamic and capacity-dependent bid prices. As mentioned above, the bid prices computed by the deterministic linear program play an important role in dynamic programming decomposition.

Two papers in the literature are particularly related to our work. First, Adelman (2007) uses linear approximations to the value functions in the dynamic programming formulation of the network revenue management problem. To choose the slope parameters of these approximations, he plugs them into a linear program that represents the dynamic programming formulation of the problem. The number of constraints in this linear program is exponential in the number of flight legs, but the number of decision variables is manageable and he solves this linear program by using column generation on its dual. Similar to our dynamic bid prices, the policy obtained from his linear value function approximations turns out to be a dynamic bid price policy. Second, Topaloglu (2009) computes bid prices by decomposing the network revenue management problem into a sequence of single leg revenue management problems. He uses a Lagrangian relaxation idea, but he does not relax the capacity constraints like we do. Instead, he observes that if an itinerary request is accepted, then the capacities on all of the flight legs that are in this itinerary have to be consumed. He relaxes this requirement so that it becomes allowable to individually accept or reject the capacities on the flight legs that are in the requested itinerary. Under this relaxation, the network revenue management problem decomposes by the flight legs.
In our demand model, we assume that each customer arrives into the system with the intention of purchasing one particular itinerary and the decision maker decides whether to accept or reject this itinerary request. This is known as the independent demand model. In reality, there may be many different itineraries that are acceptable to a customer. In this case, the decision maker decides which group of itineraries to make available for purchase. Each customer observes the group of itineraries available for purchase and makes a choice. There has been a lot of recent attention in the literature towards modeling this kind of customer choice behavior. It turns out that many of the models that work for the independent demand setting can be extended to the customer choice setting. Gallego, Iyengar, Phillips and Dubey (2004) and Liu and van Ryzin (2008) extend the deterministic linear program, Zhang and Adelman (2006) extend the linear value function approximations of Adelman (2007) and Kunnumkal and Topaloglu (2007) extend the decomposition strategy of Topaloglu (2009). The method that we develop in this paper can also be extended to the customer choice setting and we pursue this extension in Kunnumkal and Topaloglu (2008).

Our main methodological machinery is based on relaxing the complicating constraints in a dynamic program by associating Lagrange multipliers with them. The connections between the duality and control theory appear in the earlier literature; see Varaiya (1998) and Bertsekas (2001). Recently, Hawkins (2003) and Adelman and Mersereau (2008) revive these connections by studying dynamic programs that would decompose by the components of the state variable if a few constraints did not play a linking role. They call these dynamic programs as weakly coupled and show that such dynamic programs are particularly suitable for Lagrangian relaxation ideas. Karmarkar (1981), Cheung and Powell (1996), Castanon (1997) and Kunnumkal and Topaloglu (2008a) apply Lagrangian relaxation ideas to the dynamic programs arising in multi-location inventory allocation, fleet management, sensor management and multi-echelon inventory distribution settings.

We make the following research contributions in this paper. 1) We propose a new method to compute dynamic bid prices that depend on how much time is left until departure. 2) We show that our method provides an upper bound on the optimal total expected revenue and this upper bound is tighter than the one provided by the deterministic linear program. 3) Our method is based on relaxing the capacity constraints by associating Lagrange multipliers with them. We show that a good set of Lagrange multipliers can be obtained by solving a linear program. 4) We show that the bid prices computed by our method can be used in a dynamic programming decomposition-like idea to compute dynamic and capacity-dependent bid prices. 5) Computational experiments indicate that the bid prices computed by our method perform noticeably better than those computed by many standard benchmark methods.

The rest of the paper is organized as follows. In Section 1, we formulate the network revenue management problem as a dynamic program. In Section 2, we present the basic Lagrangian relaxation idea. In Section 3, we show that a good set of values for the Lagrange multipliers can be obtained by solving a linear program. In Section 4, we show how to use the bid prices computed by our method as a starting point to decompose the network revenue management problem by the flight legs and to compute dynamic and capacity-dependent bid prices. In Section 5, we contrast our method with other approaches for computing bid prices. In Section 6, we present computational experiments.
1 Problem Formulation

We have a set of flight legs that can be used to satisfy the itinerary requests that arrive randomly over time. At each time period, an itinerary request arrives and we have to decide whether to accept or reject the itinerary request. An accepted itinerary request generates a revenue and consumes the capacities on the relevant flight legs. A rejected itinerary request simply leaves the system.

The problem takes place over the finite planning horizon $T = \{1, \ldots, \tau\}$ and all flight legs depart at time period $\tau + 1$. The set of flight legs is $\mathcal{L}$ and the set of itineraries is $\mathcal{J}$. The capacity on flight leg $i$ is $c_i$. If we accept a request for itinerary $j$, then we generate a revenue of $f_j$ and consume $a_{ij}$ units of capacity on flight leg $i$. We naturally have $a_{ij} = 0$ when itinerary $j$ does not use flight leg $i$. The probability that a request for itinerary $j$ arrives at time period $t$ is $p_{jt}$. For notational brevity, we assume that $\sum_{j \in \mathcal{J}} p_{jt} = 1$ for all $t \in \mathcal{T}$ so that there is an itinerary request at every time period with probability 1. If there is a strictly positive probability that no itinerary requests arrive at certain time periods, then we can cover this case simply by defining a fictitious itinerary $\psi$ with $f_{\psi} = 0$, $a_{i\psi} = 0$ for all $i \in \mathcal{L}$ and $p_{it} = 1 - \sum_{j \in \mathcal{J}} p_{jt}$ for all $t \in \mathcal{T}$. We assume that the itinerary requests at different time periods are independent.

We let $x_{it}$ be the remaining capacity on flight leg $i$ at time period $t$ so that $x_t = \{x_{it} : i \in \mathcal{L}\}$ captures the remaining leg capacities at time period $t$. We capture the decisions at time period $t$ by $u_t = \{u_{jt} : j \in \mathcal{J}\}$, where $u_{jt}$ takes value 1 if we accept a request for itinerary $j$ at time period $t$ and $u_{jt}$ takes value 0 if we reject a request for itinerary $j$ at time period $t$. In this case, the set of feasible decisions is given by

$$U(x_t) = \{u_t \in \{0, 1\}^{\mathcal{J}} : a_{ij} u_{jt} \leq x_{it} \quad \forall i \in \mathcal{L}, \ j \in \mathcal{J}\}.$$ 

These constraints ensure that if we accept a request for itinerary $j$ at time period $t$, then the capacity consumed by itinerary $j$ on flight leg $i$ does not exceed the remaining capacity on flight leg $i$.

Using $x_t$ as the state variable and letting $e_i$ be the $|\mathcal{L}|$-dimensional unit vector with a 1 in the element corresponding to $i \in \mathcal{L}$, the optimal policy can be found by computing the value functions through the optimality equation

$$V_t(x_t) = \max_{u_t \in U(x_t)} \left\{ \sum_{j \in \mathcal{J}} p_{jt} \left[ f_j u_{jt} + V_{t+1}(x_t - u_{jt} \sum_{i \in \mathcal{L}} a_{ij} e_i) \right] \right\}. \tag{1}$$

As a function of the state variable $x_t$, it is easy to see that the optimal decisions at time period $t$ are given by $\hat{u}_t(x_t) = \{\hat{u}_{jt}(x_t) : j \in \mathcal{J}\}$, where

$$\hat{u}_{jt}(x_t) = \begin{cases} 1 & \text{if } f_j + V_{t+1}(x_t - \sum_{i \in \mathcal{L}} a_{ij} e_i) \geq V_{t+1}(x_t) \text{ and } a_{ij} \leq x_{it} \text{ for all } i \in \mathcal{L} \\ 0 & \text{otherwise.} \end{cases} \tag{2}$$

A complicating factor in the optimality equation in (1) is the constraints $a_{ij} u_{jt} \leq x_{it}$ for all $i \in \mathcal{L}$, $j \in \mathcal{J}$ captured by the feasible set $U(x_t)$. In particular, if these constraints did not exist, then the optimality equation in (1) would decompose by the time periods. This suggests relaxing the constraints $a_{ij} u_{jt} \leq x_{it}$ for all $i \in \mathcal{L}$, $j \in \mathcal{J}$ by associating Lagrange multipliers with them, in which case the optimality equation in (1) has a simple solution. We build on this idea in the next section.
We propose relaxing the constraints $a_{ij} u_{jt} \leq x_{it}$ for all $i \in \mathcal{L}$, $j \in \mathcal{J}$ in the optimality equation in (1) by associating Lagrange multipliers with them. In particular, we associate the nonnegative Lagrange multipliers $\{\alpha_{ijt} : i \in \mathcal{L}, j \in \mathcal{J}\}$ with the constraints $a_{ij} u_{jt} \leq x_{it}$ for all $i \in \mathcal{L}$, $j \in \mathcal{J}$ and solve the optimality equation

$$V_t^\alpha(x_t) = \max_{u_t \in \{0,1\}^{\mathcal{J}}} \left\{ \sum_{j \in \mathcal{J}} p_{jt} \left\{ \left[ f_j - \sum_{i \in \mathcal{L}} a_{ij} \alpha_{ijt} \right] u_{jt} + \sum_{i \in \mathcal{L}} \alpha_{ijt} x_{it} + V_{t+1}^\alpha(x_{t+1}) \right\} \right\}. \quad (3)$$

We note that the Lagrange multipliers above are scaled by $\{p_{jt} : j \in \mathcal{J}\}$ for notational brevity. If we have $p_{jt} = 0$, then the Lagrange multipliers $\{\alpha_{ijt} : i \in \mathcal{L}\}$ are inconsequential and scaling the Lagrange multipliers in this fashion does not create a complication. We use the superscript $\alpha = \{\alpha_{ijt} : i \in \mathcal{L}, j \in \mathcal{J}, t \in \mathcal{T}\}$ in the value functions to emphasize that the solution to the optimality equation in (3) depends on the Lagrange multipliers. Since the Lagrange multiplier $\alpha_{ijt}$ is associated with the capacity availability constraint for flight leg $i$ and itinerary $j$ at time period $t$, it roughly captures the opportunity cost of a unit of capacity on flight leg $i$ given that there is a request for itinerary $j$ at time period $t$. As we shortly demonstrate, $\alpha_{ijt}$ is ultimately related to the bid price associated with flight leg $i$ at time period $t$.

The next proposition shows that there is a simple solution to the optimality equation in (3). In the next proposition and throughout the rest of the paper, we let

$$r_{it}^\alpha = \sum_{j \in \mathcal{J}} p_{jt} \alpha_{ijt} + \ldots + \sum_{j \in \mathcal{J}} p_{j\tau} \alpha_{ij\tau},$$

$$L_{jt}^\alpha = f_j - \sum_{i \in \mathcal{L}} a_{ij} \alpha_{ijt} - \sum_{i \in \mathcal{L}} a_{ij} u_{jt} r_{i,t+1}^\alpha,$$

where we use $[\cdot]^+ = \max \{0, \cdot\}$ and follow the convention that $r_{i,t+1}^\alpha = 0$. We emphasize that both $r_{it}^\alpha$ and $L_{jt}^\alpha$ are simple functions of the Lagrange multipliers. Furthermore, noting the interpretation of $\alpha_{ijt}$ above, $r_{it}^\alpha$ roughly captures the total expected opportunity cost of a unit of capacity on flight leg $i$ over time periods $\{t, \ldots, \tau\}$.

**Proposition 1** For all $t \in \mathcal{T}$, we have

$$V_t^\alpha(x_t) = \sum_{i \in \mathcal{L}} r_{it}^\alpha x_{it} + \sum_{j \in \mathcal{J}} p_{jt} L_{jt}^\alpha + \ldots + \sum_{j \in \mathcal{J}} p_{j\tau} L_{j\tau}^\alpha. \quad (4)$$

**Proof** We show the result by induction over the time periods. It is easy to show the result for the last time period. Assuming that the result holds for time period $t + 1$, (3) implies that

$$V_t^\alpha(x_t) = \max_{u_t \in \{0,1\}^{\mathcal{J}}} \left\{ \sum_{j \in \mathcal{J}} p_{jt} \left\{ f_j - \sum_{i \in \mathcal{L}} a_{ij} \alpha_{ijt} \right\} u_{jt} + \sum_{i \in \mathcal{L}} \alpha_{ijt} x_{it} + \sum_{i \in \mathcal{L}} r_{i,t+1}^\alpha \left[x_{it} - a_{ij} u_{jt}\right] \right\} + \sum_{j \in \mathcal{J}} p_{j,t+1} L_{j,t+1}^\alpha + \ldots + \sum_{j \in \mathcal{J}} p_{j\tau} L_{j\tau}^\alpha.$$
Arranging the terms and letting $1(\cdot)$ be the indicator function, the optimal values of the decision variables $\{u_{jt} : j \in J\}$ in the problem above are $1(f_j - \sum_{i \in L} a_{ij} \alpha_{ij} - \sum_{i \in L} a_{ij} r_{i,t+1}^a \geq 0 : j \in J\}$ and the result follows from the definition of $L_{jt}^a$ and the fact that $r_{it}^a = \sum_{j \in J} p_{jt} \alpha_{ij} + r_{i,t+1}^a$. \hfill \Box

Therefore, the value functions computed through the optimality equation in (3) are linear functions of the remaining leg capacities. This is one of the connections between our method and the method proposed by Adelman (2007), as both methods end up using linear value function approximations. In Section 5, we show a result that indicates that the method proposed by Adelman (2007) is potentially stronger in terms of the tightness of the upper bounds. Nevertheless, our computational experiments in Section 6 demonstrate that the upper bounds obtained by the two methods are identical for all of our test problems. Kunnumkal and Topaloglu (2008b) extend Proposition 1 to the customer choice setting, but the computation of $L_{jt}^a$ is significantly more complicated in their case.

Assuming that the value functions $\{V_t^a(\cdot) : t \in T\}$ computed through the optimality equation in (3) are good approximations to the value functions $\{V_t(\cdot) : t \in T\}$ computed through the optimality equation in (1), we propose making the itinerary acceptance decisions by replacing $\{V_t^a(\cdot) : t \in T\}$ on the right side of (2) with $\{V_t^a(\cdot) : t \in T\}$. We shortly dwell on the questions of what we mean by good approximations and how we can choose the Lagrange multipliers so that $\{V_t^a(\cdot) : t \in T\}$ are good approximations to $\{V_t(\cdot) : t \in T\}$. Leaving these questions aside for the time being, the idea of approximating $\{V_t(\cdot) : t \in T\}$ in (2) by $\{V_t^a(\cdot) : t \in T\}$ implies that if we have

$$f_j + V_{t+1}^a(x_t - \sum_{i \in L} a_{ij} e_i) \geq V_{t+1}^a(x_t)$$

and $a_{ij} \leq x_{it}$ for all $i \in L$, then we accept a request for itinerary $j$ at time period $t$. Otherwise, we reject the itinerary request. Since we have $V_{t+1}^a(x_t) - V_{t+1}^a(x_t - \sum_{i \in L} a_{ij} e_i) = \sum_{i \in L} a_{ij} r_{i,t+1}$ by (4), this idea is equivalent to accepting a request for itinerary $j$ at time period $t$ when we have

$$f_j \geq \sum_{i \in L} a_{ij} r_{i,t+1}^a$$

and $a_{ij} \leq x_{it}$ for all $i \in L$. Therefore, we can view $r_{i,t+1}^a$ as the bid price associated with flight leg $i$ at time period $t$. Similar to the idea of bid prices described in the introduction, if there is enough capacity and the revenue from an itinerary request exceeds the sum of the bid prices associated with the flight legs that are in the requested itinerary, then we accept the itinerary request. It is important to note that the bid price associated with a flight leg in (5) depends on how much time is left until departure. In particular, since the Lagrange multipliers are nonnegative and $r_{jt}^a = \sum_{j \in J} p_{jt} \alpha_{ij} + r_{i,t+1}^a$, we have $r_{it}^a \geq r_{i,t+1}^a \geq \ldots \geq r_{i,T+1}^a$ and the bid price associated with flight leg $i$ decreases as we approach the departure time of the flight legs. This is in agreement with the intuitive expectation that the opportunity cost of a unit of capacity should decrease as we approach the departure time and fewer opportunities to utilize the leg capacities remain.

### 3 Choosing the Lagrange Multipliers

In this section, we consider the question of how to choose the Lagrange multipliers. We begin with the next proposition, which shows that we can obtain upper bounds on the value functions by solving the optimality equation in (3).
Proposition 2 If the Lagrange multipliers are nonnegative, then we have \( V_t(x_t) \leq V^\alpha_t(x_t) \) for all \( t \in T \).

Proof We show the result by induction over the time periods. It is easy to show the result for the last time period. Assuming that the result holds for time period \( t+1 \) and letting \( \hat{u}_t = \{ \hat{u}_jt : j \in J \} \) be an optimal solution to problem (1), we have

\[
V_t(x_t) = \sum_{j \in J} p_j t \left[ f_j \hat{u}_jt + V_{t+1}(x_t - \hat{u}_jt \sum_{i \in L} a_{ij} e_i) \right]
\leq \sum_{j \in J} p_j t \left\{ \left[ f_j - \sum_{i \in L} a_{ij} \alpha_{ijt} \right] \hat{u}_jt + \sum_{i \in L} \alpha_{ijt} x_{it} + V^\alpha_{t+1}(x_t - \hat{u}_jt \sum_{i \in L} a_{ij} e_i) \right\} \leq V^\alpha_t(x_t),
\]
where the first inequality follows from the induction assumption and the fact that \( \alpha_{ijt} \geq 0 \) and \( a_{ij} \hat{u}_jt \leq x_{it} \) for all \( i \in L, j \in J \) and the second inequality follows from the fact that \( \hat{u}_t \) is a feasible but not necessarily an optimal solution to problem (3).

Proposition 2 is a standard upper bound result that often arises in the applications of Lagrangian relaxation ideas. Cheung and Powell (1996) and Kunnumkal and Topaloglu (2008b) show similar results in fleet management and network revenue management with customer choice settings. Adelman and Mersereau (2008) show a similar result for weakly coupled dynamic programs over an infinite horizon, but their proof simplifies significantly when one considers the finite horizon case.

Since the initial leg capacities are given by \( c = \{ c_i : i \in L \} \), the optimal total expected revenue over the planning horizon is \( V_1(c) \). Proposition 2 implies that \( V_1(c) \) is bounded from above by \( V^\alpha_1(c) \) as long as the Lagrange multipliers are nonnegative. Therefore, to obtain the tightest possible upper bound on \( V_1(c) \), we can solve the problem

\[
\min_{\alpha \geq 0} \{ V^\alpha_1(c) \}. \tag{6}
\]
It turns out that we can obtain an optimal solution to problem (6) by solving a linear program. To see this, we first note that

\[
V^\alpha_1(c) = \sum_{i \in L} r^\alpha_{i1} c_i + \sum_{t \in T} \sum_{j \in J} p_{jt} \Gamma^\alpha_{jt}, \tag{7}
\]
by Proposition 1. In this case, the next proposition shows that the linear program

\[
\begin{align*}
\min & \sum_{i \in L} c_i \rho_{i1} + \sum_{i \in T} \sum_{j \in J} p_{jt} \Gamma_{jt} \\
\text{subject to} & \quad \Gamma_{jt} \geq f_j - \sum_{i \in L} a_{ij} \alpha_{ijt} - \sum_{i \in L} a_{ij} \rho_{i,t+1} \quad \forall j \in J, t \in T \setminus \{ \tau \} \\
& \quad \Gamma_{j\tau} \geq f_j - \sum_{i \in L} a_{ij} \alpha_{ij\tau} \quad \forall j \in J \\
& \quad \rho_{it} = \sum_{j \in J} p_{jt} \alpha_{ijt} + \ldots + \sum_{j \in J} p_{j\tau} \alpha_{ij\tau} \quad \forall i \in L, \ t \in T \\
& \quad \rho_{it} \text{ is free}, \Gamma_{jt} \geq 0, \alpha_{ijt} \geq 0 \quad \forall i \in L, \ j \in J, \ t \in T
\end{align*} \tag{8-12}
\]
is equivalent to problem (6). In the next proposition and throughout the rest of the paper, we use \( \zeta \) to denote the optimal objective value of problem (8)-(12).
Proposition 3  We have \( \hat{\zeta} = \min_{\alpha} \{ V_1^\alpha(c) \} \).

Proof If \( \hat{\alpha} = \{ \hat{\alpha}_{ijt} : i \in \mathcal{L}, j \in \mathcal{J}, t \in T \} \) is an optimal solution to problem (6), then the definitions of \( r_{it}^\alpha \) and \( L_{jt}^\alpha \) imply that \( \{ r_{it}^\alpha : i \in \mathcal{L}, t \in T \}, \{ L_{jt}^\alpha : j \in \mathcal{J}, t \in T \} \) is a feasible solution to problem (8)-(12). In this case, (7) implies that we have \( \hat{\zeta} \leq \sum_{i \in \mathcal{L}} c_i r_{i1}^\alpha + \sum_{t \in T} \sum_{j \in \mathcal{J}} p_{jt} L_{jt}^\alpha = V_1^\alpha(c) = \min_{\alpha} \{ V_1^\alpha(c) \} \).

On the other hand, if \( \{ \hat{\rho}_{it} : i \in \mathcal{L}, t \in T \}, \{ \hat{\Gamma}_{jt} : j \in \mathcal{J}, t \in T \}, \hat{\alpha} = \{ \hat{\alpha}_{ijt} : i \in \mathcal{L}, j \in \mathcal{J}, t \in T \} \) is an optimal solution to problem (8)-(12), then we have \( \hat{\rho}_{it} = r_{it}^\alpha \) for all \( i \in \mathcal{L}, t \in T \) by constraints (11) and the definition of \( r_{it}^\alpha \). Constraints (9) and the fact that problem (8)-(12) is a minimization problem imply that \( \hat{\Gamma}_{jt} = [f_j - \sum_{i \in \mathcal{L}} a_{ij} \hat{\alpha}_{ijt} - \sum_{i \in \mathcal{L}} a_{ij} \hat{\rho}_{i,t+1}]^+ = [f_j - \sum_{i \in \mathcal{L}} a_{ij} \hat{\alpha}_{ijt} - \sum_{j \in \mathcal{L}} a_{ij} r_{i,t+1}^\alpha]^+ = L_{jt}^\alpha \) for all \( j \in \mathcal{J}, t \in T \setminus \{ \tau \} \), where the last equality follows from the definition of \( L_{jt}^\alpha \). Similarly, constraints (10) and the fact that problem (8)-(12) is a minimization problem imply that \( \hat{\Gamma}_{jt} = [f_j - \sum_{i \in \mathcal{L}} a_{ij} \hat{\alpha}_{ijt}]^+ = L_{jt}^\alpha \) for all \( j \in \mathcal{J} \). In this case, we have \( \hat{\zeta} = \sum_{i \in \mathcal{L}} c_i \hat{\rho}_{i1} + \sum_{t \in T} \sum_{j \in \mathcal{J}} p_{jt} \hat{\Gamma}_{jt} = \sum_{i \in \mathcal{L}} r_{i1}^\alpha c_i + \sum_{t \in T} \sum_{j \in \mathcal{J}} p_{jt} L_{jt}^\alpha = V_1^\alpha(c) \geq \min_{\alpha} \{ V_1^\alpha(c) \} \).

Therefore, the optimal objective value of problem (6) can be obtained by solving problem (8)-(12). The proof of Proposition 3 also implies that if \( \{ \hat{\rho}_{it} : i \in \mathcal{L}, t \in T \}, \{ \hat{\Gamma}_{jt} : j \in \mathcal{J}, t \in T \}, \hat{\alpha} = \{ \hat{\alpha}_{ijt} : i \in \mathcal{L}, j \in \mathcal{J}, t \in T \} \) is an optimal solution to problem (8)-(12), then \( \hat{\alpha} \) is an optimal solution to problem (6).

The fact that \( V_1^\alpha(c) \) is linear in \( c \) plays a crucial role in the tractability of the linear program in (8)-(12). In particular, it is important to note that the numbers of decision variables and constraints in problem (8)-(12) do not depend on the capacities of the flight legs. On the other hand, Adelman and Mersereau (2008) show that if \( V_1^\alpha(c) \) were not linear in \( c \), then the problem of finding the tightest possible upper bound could still be formulated as a linear program, but the numbers of decision variables and constraints in this linear program would increase linearly with the capacities. Problem (PL) in Adelman and Mersereau (2008) shows what this linear program would look like for a weakly coupled dynamic program over an infinite horizon and one can extend problem (PL) to the finite horizon case.

To gain some insight into the structure of problem (8)-(12), we associate the dual variables \( \{ y_{jt} : j \in \mathcal{J}, t \in T \} \) with constraints (9)-(10) and the dual variables \( \{ z_{it} : i \in \mathcal{L}, t \in T \} \) with constraints (11). In this case, the dual of problem (8)-(12) can be written as

\[
\hat{\zeta} = \max \sum_{t \in T} \sum_{j \in \mathcal{J}} f_j \ y_{jt} \\
\text{subject to} \quad a_{ij} \ y_{jt} - p_{jt} \ z_{it} - \cdots - p_{jt} \ z_{it} \leq 0 \quad \forall i \in \mathcal{L}, j \in \mathcal{J}, t \in T \\
a_{ij} \ y_{jt} = c_i \quad \forall i \in \mathcal{L} \\
\sum_{j \in \mathcal{J}} a_{ij} \ y_{jt} - z_{it} = 0 \quad \forall i \in \mathcal{L}, t \in T \setminus \{ 1 \} \\
y_{jt} \leq p_{jt} \quad \forall j \in \mathcal{J}, t \in T \\
y_{jt} \geq 0, z_{it} \text{ is free} \quad \forall i \in \mathcal{L}, j \in \mathcal{J}, t \in T.
\]
Substituting for the decision variables \( \{ z_{it} : i \in \mathcal{L}, \ t \in \mathcal{T} \} \) in the first set of constraints above by using the second and third sets of constraints, the problem above becomes

\[
\hat{\zeta} = \max \sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} f_j y_{jt}
\]

subject to \( \sum_{k \in \mathcal{J}} p_{jt} a_{ik} y_{k,t-1} + \ldots + \sum_{k \in \mathcal{J}} p_{jt} a_{ik} y_{k,t} - a_{ij} y_{jt} \leq p_{jt} c_i \quad \forall i \in \mathcal{L}, \ j \in \mathcal{J}, \ t \in \mathcal{T} \)

\( y_{jt} \leq p_{jt} \quad \forall j \in \mathcal{J}, \ t \in \mathcal{T} \) (15)

\( y_{jt} \geq 0 \quad \forall j \in \mathcal{J}, \ t \in \mathcal{T} \). (16)

We have \( V_1(c) \leq \min_{\alpha \geq 0} \{ V_1^\alpha(c) \} \) by Proposition 2 and \( \hat{\zeta} = \min_{\alpha \geq 0} \{ V_1^\alpha(c) \} \) by Proposition 3. Therefore, we can obtain an upper bound on the optimal total expected revenue by solving problem (13)-(16).

There is an appealing interpretation for problem (13)-(16). The decision variable \( y_{jt} \) in this problem corresponds to the probability that we accept a request for itinerary \( j \) at time period \( t \). In this case, the objective function accounts for the total expected revenue over the planning horizon. Constraints (15) ensure that the probability that we accept a request for itinerary \( j \) at time period \( t \) does not exceed the probability that a request for itinerary \( j \) arrives at time period \( t \). The interpretation of constraints (14) is a bit more intricate. If we write constraints (14) as

\[
a_{ij} \frac{y_{jt}}{p_{jt}} \leq c_i - \sum_{k \in \mathcal{J}} a_{ik} y_{k,t-1} - \ldots - \sum_{k \in \mathcal{J}} a_{ik} y_{k,t} \quad \forall i \in \mathcal{L}, \ j \in \mathcal{J}, \ t \in \mathcal{T},
\]

then the right side of constraints (17) is the expected remaining capacity on flight leg \( i \) at time period \( t \). The term \( y_{jt}/p_{jt} \) on the left side of constraints (17) is the conditional probability that we accept a request for itinerary \( j \) at time period \( t \) given that there is a request for itinerary \( j \) at time period \( t \). Therefore, constraints (17) ensure that the expected capacity consumed on flight leg \( i \), given that there is a request for itinerary \( j \) at time period \( t \), does not exceed the expected remaining capacity on flight leg \( i \) at time period \( t \).

Kunnumkal and Topaloglu (2008b) extend problem (13)-(16) to the customer choice setting. In this case, the number of constraints remains essentially the same, but the number of decision variables increases exponentially with the number of itineraries. They deal with the large number of decision variables by using column generation, but their column generation subproblem ends up being a nontrivial mixed integer linear program.

4 Capacity-Dependent Bid Prices

The method that we describe in Sections 2 and 3 computes dynamic bid prices. However, one intuitively expects that the opportunity cost of a unit of capacity on a flight leg should not only decrease as we approach the departure time, but it should also increase as the capacity on the flight leg becomes scarce. In other words, the bid prices should depend both on how much time is left until departure and on how many units of capacity are left on the flight legs. In this section, we develop a method that computes dynamic and capacity-dependent bid prices by decomposing the network revenue management problem
into a number of single leg revenue management problems. This method is closely related to the popular
dynamic programming decomposition idea; see Section 3.4.4 in Talluri and van Ryzin (2004).

We let \( \hat{\alpha} = \{ \hat{\alpha}_{ijt} : i \in \mathcal{L}, j \in \mathcal{J}, t \in \mathcal{T} \} \) be the optimal values of the dual variables associated
with constraints (14) in problem (13)-(16). We choose a flight leg \( i \) and letting \( \mathcal{L}_i = \mathcal{L} \setminus \{ i \} \) for
notational brevity, we relax constraints (14) for all other flight legs by associating the dual multipliers
\( \{ \hat{\alpha}_{ijt} : l \in \mathcal{L}_i, j \in \mathcal{J}, t \in \mathcal{T} \} \) with them. In this case, the objective function of problem (13)-(16) can be
written as

\[
\sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} f_j y_{jt} + \sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} \sum_{l \in \mathcal{L}_i} \left[ p_{jt} c_l - \sum_{k \in \mathcal{J}} p_{jt} a_{lk} y_{k1} - \cdots - \sum_{k \in \mathcal{J}} p_{jt} a_{lk} y_{k,t-1} - a_{ij} y_{jt} \right] \hat{\alpha}_{ijt}.
\]

Arranging the terms, it is easy to see that the expression above becomes

\[
\sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} \left[ f_j - \sum_{l \in \mathcal{L}_i} a_{lj} \hat{\alpha}_{ijt} \right] y_{jt} + \sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} \sum_{l \in \mathcal{L}_i} p_{jt} c_l \hat{\alpha}_{ijt}
- \sum_{t \in \mathcal{T}} \sum_{k \in \mathcal{J}} \sum_{l \in \mathcal{L}_i} a_{lk} y_{kt} \left[ \sum_{j \in \mathcal{J}} p_{jt} \hat{\alpha}_{ij,t+1} + \cdots + \sum_{j \in \mathcal{J}} p_{jt} \hat{\alpha}_{ijt} \right].
\]

Noting the definition of \( r^\alpha_{it} \) and arranging the terms above once more, the objective function of problem (13)-(16) can finally be written as

\[
\sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} \left[ f_j - \sum_{l \in \mathcal{L}_i} a_{lj} \hat{\alpha}_{ijt} - \sum_{l \in \mathcal{L}_i} a_{lj} r^\alpha_{ij,t+1} \right] y_{jt} + \sum_{l \in \mathcal{L}_i} r^\alpha_{l1} c_l.
\]

Therefore, the duality theory implies that the linear program

\[
\hat{\zeta} = \max \sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} \left[ f_j - \sum_{l \in \mathcal{L}_i} a_{lj} \hat{\alpha}_{ijt} - \sum_{l \in \mathcal{L}_i} a_{lj} r^\alpha_{ij,t+1} \right] y_{jt} + \sum_{l \in \mathcal{L}_i} r^\alpha_{l1} c_l \tag{18}
\]

subject to

\[
\sum_{k \in \mathcal{J}} p_{jt} a_{ik} y_{k1} + \cdots + \sum_{k \in \mathcal{J}} p_{jt} a_{ik} y_{k,t-1} + a_{ij} y_{jt} \leq p_{jt} c_l \quad \forall j \in \mathcal{J}, t \in \mathcal{T} \tag{19}
\]

\[
y_{jt} \leq p_{jt} \quad \forall j \in \mathcal{J}, t \in \mathcal{T} \tag{20}
\]

\[
y_{jt} \geq 0 \quad \forall j \in \mathcal{J}, t \in \mathcal{T} \tag{21}
\]

has the same optimal objective value as problem (13)-(16).

Ignoring the constant term \( \sum_{i \in \mathcal{L}_i} r^\alpha_{l1} c_l \) in the objective function, problem (18)-(21) has the same
structure as problem (13)-(16), but problem (18)-(21) focuses on a single leg revenue management
problem that takes place over flight leg \( i \) under the assumption that

\[
f_j - \sum_{l \in \mathcal{L}_i} a_{ij} \hat{\alpha}_{ijt} - \sum_{l \in \mathcal{L}_i} a_{ij} r^\alpha_{ij,t+1}
\]

is the revenue associated with itinerary \( j \) at time period \( t \). Therefore, \( \hat{\zeta} - \sum_{i \in \mathcal{L}_i} r^\alpha_{l1} c_l \) is an upper bound
on the optimal total expected revenue for the single leg revenue management problem that takes place
over flight leg \( i \). On the other hand, we can obtain the optimal total expected revenue for the single leg
revenue management problem that takes place over flight leg \( i \) by solving the optimality equation

\[
v_{it}(x_{it}) = \max_{u_{it} \in \mathcal{U}_t(x_{it})} \left\{ \sum_{j \in \mathcal{J}} p_{jt} \left\{ f_j - \sum_{l \in \mathcal{L}_i} a_{lj} \hat{\alpha}_{ijt} - \sum_{l \in \mathcal{L}_i} a_{lj} r^\alpha_{ij,t+1} \right\} u_{jt} + v_{i,t+1}(x_{it} - a_{ij} u_{jt}) \right\}, \tag{22}
\]
where we let $U_i(x_{it}) = \{ u_i \in \{0,1\}^{|\mathcal{J}|} : a_{ij} u_{jt} \leq x_{it} \ \forall \ j \in \mathcal{J} \}$ and use an optimality equation that is similar to the one in (1), but focus only on flight leg $i$.

We have $v_{i1}(c_i) \leq \hat{\zeta} - \sum_{l \in \mathcal{L}_i} r_{il}^{\alpha} c_l$ by the discussion in the paragraph above. Furthermore, the next proposition shows that $V_1(c) \leq v_{i1}(c_i) + \sum_{l \in \mathcal{L}_i} r_{il}^{\alpha} c_l$. Therefore, we have

\[ V_1(c) \leq v_{i1}(c_i) + \sum_{l \in \mathcal{L}_i} r_{il}^{\alpha} c_l \leq \zeta \]  

(23)

so that $v_{i1}(c_i) + \sum_{l \in \mathcal{L}_i} r_{il}^{\alpha} c_l$ is an upper bound on the optimal total expected revenue and this upper bound is tighter than the one provided by the optimal objective value of problem (13)-(16).

**Proposition 4** If $\hat{\alpha} = \{ \hat{\alpha}_{ij} : i \in \mathcal{L}, \ j \in \mathcal{J}, \ t \in T \}$ are the optimal values of the dual variables associated with constraints (14) in problem (13)-(16), then we have $V_i(x_{it}) \leq v_{it}(x_{it}) + \sum_{l \in \mathcal{L}_i} r_{il}^{\alpha} x_{lt}$ for all $t \in T$.

**Proof** We show the result by induction over the time periods. It is easy to show the result for the last time period. Assuming that the result holds for time period $t + 1$ and letting $\hat{u}_t = \{ \hat{u}_{jt} : j \in \mathcal{J} \}$ be an optimal solution to problem (1), we have

\[
V_i(x_{it}) = \sum_{j \in \mathcal{J}} p_{jt} \left[ f_j \hat{u}_{jt} + V_{i+1}(x_{it} - \hat{u}_{jt} \sum_{i \in \mathcal{L}} a_{ij} e_i) \right] \\
\leq \sum_{j \in \mathcal{J}} p_{jt} \left\{ \left[ f_j - \sum_{l \in \mathcal{L}_i} a_{ij} \hat{\alpha}_{lj} \right] \hat{u}_{jt} + \sum_{l \in \mathcal{L}_i} \hat{\alpha}_{lj} x_{lt} + v_{i,t+1}(x_{it} - a_{ij} \hat{u}_{jt}) + \sum_{l \in \mathcal{L}_i} r_{il}^{\alpha} [x_{lt} - a_{ij} \hat{u}_{jt}] \right\} \\
= \sum_{j \in \mathcal{J}} p_{jt} \left\{ \left[ f_j - \sum_{l \in \mathcal{L}_i} a_{ij} \hat{\alpha}_{lj} - \sum_{l \in \mathcal{L}_i} a_{ij} r_{il}^{\alpha} \right] \hat{u}_{jt} + v_{i,t+1}(x_{it} - a_{ij} \hat{u}_{jt}) \right\} + \sum_{l \in \mathcal{L}_i} r_{il}^{\alpha} x_{lt}, \\
\leq v_{it}(x_{it}) + \sum_{l \in \mathcal{L}_i} r_{il}^{\alpha} x_{lt},
\]

where the first inequality follows from the induction assumption and the fact that $\hat{\alpha}_{lj} \geq 0$ and $a_{lj} \hat{u}_{jt} \leq x_{lt}$ for all $l \in \mathcal{L}_i$, $j \in \mathcal{J}$, the second equality follows from the fact that $r_{il}^{\alpha} = \sum_{j \in \mathcal{J}} p_{jt} \alpha_{ij} + r_{i,t+1}^{\alpha}$ and the second inequality follows from the fact that $\hat{u}_t$ is a feasible but not necessarily an optimal solution to problem (22). \[ \Box \]

Dynamic programming decomposition ideas date back to Belobaba (1987), but the fact that these ideas can provide upper bounds on the optimal total expected revenue is recently shown by Zhang and Adelman (2006). Proposition 4 shows that a dynamic programming decomposition idea in conjunction with the dynamic bid prices computed by our method can provide upper bounds on the optimal total expected revenue. Our induction proof mimics the one in Zhang and Adelman (2006), but the relaxation argument that we use on problem (13)-(16) is new and it clearly demonstrates why we need to associate the revenue $f_j - \sum_{l \in \mathcal{L}_i} a_{lj} \hat{\alpha}_{lj} - \sum_{l \in \mathcal{L}_i} a_{lj} r_{il}^{\alpha}$ with itinerary $j$ at time period $t$. The term $f_j - \sum_{l \in \mathcal{L}_i} a_{lj} \hat{\alpha}_{lj} - \sum_{l \in \mathcal{L}_i} a_{lj} r_{il}^{\alpha}$ is quite nonintuitive and it is not easy to come up with this term without following our relaxation argument.
Using Proposition 4 for all of the flight legs, the tightest possible upper bound on the optimal total expected revenue is \( \min_{i \in \mathcal{L}} \{ v_{i1}(c_i) + \sum_{t \in \mathcal{T}} \alpha_{it} c_t \} \). Furthermore, we can collect the one-dimensional value functions \( \{ v_{it}(\cdot) : i \in \mathcal{L}, t \in \mathcal{T} \} \) together to construct the separable value function approximation \( \tilde{V}_t(x_t) = \sum_{i \in \mathcal{L}} v_{it}(x_{it}) \) for all \( t \in \mathcal{T} \). In this case, we make the itinerary acceptance decisions by replacing \( \{ V_t(\cdot) : t \in \mathcal{T} \} \) on the right side of (2) with \( \{ \sum_{i \in \mathcal{L}} v_{it}(\cdot) : t \in \mathcal{T} \} \). Therefore, if we have

\[
\begin{align*}
    f_j + \sum_{i \in \mathcal{L}} v_{i,t+1}(x_{it} - a_{ij}) & \geq \sum_{i \in \mathcal{L}} v_{i,t+1}(x_{it})
\end{align*}
\]

and \( a_{ij} \leq x_{it} \) for all \( i \in \mathcal{L} \), then we accept a request for itinerary \( j \) at time period \( t \). This is essentially the same approximation used by the dynamic programming decomposition idea. Noting that \( v_{i,t+1}(x_{it}) - v_{i,t+1}(x_{it} - a_{ij}) = \sum_{q=1}^{a_{ij}} [v_{i,t+1}(x_{it} + 1 - q) - v_{i,t+1}(x_{it} - q)] \), the decision rule above is equivalent to accepting a request for itinerary \( j \) at time period \( t \) when we have

\[
\begin{align*}
    f_j & \geq \sum_{i \in \mathcal{L}} \sum_{q=1}^{a_{ij}} [v_{i,t+1}(x_{it} + 1 - q) - v_{i,t+1}(x_{it} - q)]
\end{align*}
\]

and \( a_{ij} \leq x_{it} \) for all \( i \in \mathcal{L} \).

We can view \( v_{i,t+1}(x_{it}) - v_{i,t+1}(x_{it} - 1) \) as the bid price associated with the \( x_{it} \)-th unit of capacity on flight leg \( i \) at time period \( t \). Comparing the decision rule in (24) with the one in (5), we note that the bid prices in (5) are dynamic, whereas the bid prices in (24) are both dynamic and capacity-dependent. It is also possible to show that \( \{ v_{it}(\cdot) : i \in \mathcal{L}, t \in \mathcal{T} \} \) are concave functions and this implies that the bid price associated with a flight leg increases as the capacity on the flight leg becomes scarce. This is in agreement with the intuitive expectation that we mention at the beginning of this section.

5 Other Approaches for Computing Bid Prices

There exist a number of other approaches in the network revenue management literature that can be used to compute bid prices. In this section, we review some of these approaches and compare them with the two methods that we develop in Sections 2-4. All of the approaches that we review in this section are used as benchmark methods in our computational experiments.

5.1 Deterministic Linear Program

A traditional approach for computing bid prices involves solving a deterministic linear program. Letting \( w_j \) be the number of requests for itinerary \( j \) that we plan to accept over the planning horizon, this linear program has the form

\[
\begin{align*}
    \max & \quad \sum_{j \in \mathcal{J}} f_j w_j \\
    \text{subject to} & \quad \sum_{j \in \mathcal{J}} a_{ij} w_j \leq c_i \quad \forall i \in \mathcal{L} \\
    & \quad w_j \leq \sum_{t \in \mathcal{T}} p_{jt} \quad \forall j \in \mathcal{J} \\
    & \quad w_j \geq 0 \quad \forall j \in \mathcal{J}.
\end{align*}
\]
Constraints (26) ensure that the numbers of itinerary requests that we plan to accept do not violate the leg capacities, whereas constraints (27) ensure that we do not plan to accept more itinerary requests than the expected numbers of itinerary requests. The linear program above dates back to Simpson (1989) and Williamson (1992).

Letting \( \{ \hat{\mu}_i : i \in \mathcal{L} \} \) be the optimal values of the dual variables associated with constraints (26) in problem (25)-(28), we can use \( \hat{\mu}_i \) as an estimate of the opportunity cost of a unit of capacity on flight leg \( i \). In other words, we can use \( \hat{\mu}_i \) as the bid price associated with flight leg \( i \). In this case, we accept a request for itinerary \( j \) at time period \( t \) when we have

\[
f_j \geq \sum_{i \in \mathcal{L}} a_{ij} \hat{\mu}_i
\]

and \( a_{ij} \leq x_{it} \) for all \( i \in \mathcal{L} \). Letting \( \tilde{V}_t(x_t) = \sum_{i \in \mathcal{L}} \hat{\mu}_i x_{it} \) for all \( t \in \mathcal{T} \), since \( \tilde{V}_{t+1}(x_t) - \tilde{V}_{t+1}(x_t - \sum_{i \in \mathcal{L}} a_{ij} e_{it}) = \sum_{i \in \mathcal{L}} a_{ij} \hat{\mu}_i \), it is easy to see that the decision rule in (29) is equivalent to approximating \( \{ V_t(\cdot) : t \in \mathcal{T} \} \) in (2) by \( \{ \tilde{V}_t(\cdot) : t \in \mathcal{T} \} \). We emphasize that the bid prices in (29) do not depend on how much time is left until departure or on how many units of capacity are left on the flight legs.

It is possible to show that the optimal objective value of problem (25)-(28) provides an upper bound on the optimal total expected revenue; see Bertsimas and Popescu (2003). In other words, letting \( \hat{Z} \) be the optimal objective value of problem (25)-(28), we have \( V_1(c) \leq \hat{Z} \). The next proposition shows that \( V_1(c) \leq \hat{\zeta} \leq \hat{Z} \). Therefore, the upper bound on the optimal total expected revenue provided by problem (13)-(16) is tighter than the one provided by problem (25)-(28).

**Proposition 5** We have \( V_1(c) \leq \hat{\zeta} \leq \hat{Z} \).

**Proof** The proof follows from an aggregation argument similar to the proof of Theorem 1 in Adelman (2007). Propositions 2 and 3 show that \( V_1(c) \leq \hat{\zeta} \) and we focus only on the second inequality. We let \( \hat{y} = \{ \hat{y}_{jt} : j \in \mathcal{J}, t \in \mathcal{T} \} \) be an optimal solution to problem (13)-(16) and define the solution \( \tilde{w} = \{ \tilde{w}_j : j \in \mathcal{J} \} \) as \( \tilde{w}_j = \sum_{t \in \mathcal{T}} \hat{y}_{jt} \) for all \( j \in \mathcal{J} \). Since \( \hat{y} \) is a feasible solution to problem (13)-(16) and \( \sum_{j \in \mathcal{J}} p_{jt} = 1 \), adding constraints (14) for flight leg \( i \) and time period \( \tau \) over all \( j \in \mathcal{J} \), we have

\[
c_i = \sum_{j \in \mathcal{J}} p_{jt} c_i \geq \sum_{j \in \mathcal{J}} p_{jt} \left[ \sum_{k \in \mathcal{J}} a_{ik} \hat{y}_{k1} + \ldots + \sum_{k \in \mathcal{J}} a_{ik} \hat{y}_{k,\tau-1} \right] + \sum_{j \in \mathcal{J}} a_{ij} \hat{y}_{j\tau} = \sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} a_{ij} \hat{y}_{jt}
\]

for all \( i \in \mathcal{L} \). Similarly, adding constraints (15) for itinerary \( j \) over all \( t \in \mathcal{T} \), we have \( \sum_{t \in \mathcal{T}} \hat{y}_{jt} \leq \sum_{t \in \mathcal{T}} p_{jt} \) for all \( j \in \mathcal{J} \). Therefore, \( \tilde{w} \) is a feasible solution to problem (25)-(28) and we have \( \hat{\zeta} = \sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} f_j \tilde{y}_{jt} = \sum_{j \in \mathcal{J}} f_j \hat{y}_j \leq \hat{Z} \).

Comparing problem (25)-(28) with problem (13)-(16), we note that the main difference between the two problems is in the way in which they capture the capacity availabilities. Problem (13)-(16) has one capacity constraint for each flight leg, for each itinerary and for each time period, whereas problem (25)-(28) has one capacity constraint for each flight leg. Therefore, the capacity constraints in problem (13)-(16) operate at a more disaggregate level than those in problem (25)-(28) and the upper bound provided by problem (13)-(16) ends up being tighter.
5.2 Dynamic Programming Decomposition

This method is similar to the one in Section 4 and it computes dynamic and capacity-dependent bid prices by decomposing the network revenue management problem into a number of single leg revenue management problems. In particular, letting \( \{ \hat{\mu}_i : i \in L \} \) be the optimal values of the dual variables associated with constraints (26) in problem (25)-(28), we consider the single leg revenue management problem that takes place over flight leg \( i \) under the assumption that \( f_j - \sum_{l \in L_i} a_{lj} \hat{\mu}_l \) is the revenue associated with itinerary \( j \). The optimal total expected revenue for the single leg revenue management problem that takes place over flight leg \( i \) can be obtained by solving the optimality equation

\[
\vartheta_{i,t}(x_{it}) = \max_{u_t \in U_i(x_{it})} \left\{ \sum_{j \in J} p_{jt} \left\{ \left[ f_j - \sum_{l \in L_i} a_{lj} \hat{\mu}_l \right] u_{jt} + \vartheta_{i,t+1}(x_{it} - a_{ij} u_{jt}) \right\} \right\},
\]

(30)

Using a relaxation argument that is similar to the one in Section 4, but working with problem (25)-(28) and dual multipliers \( \{ \hat{\mu}_l : l \in L_i \} \) instead of problem (13)-(16) and dual multipliers \( \{ \hat{\alpha}_{ljt} : l \in L_i, j \in J, t \in T \} \), it is possible to show that

\[
V_1(c) \leq \vartheta_{i1}(c_i) + \sum_{l \in L_i} \hat{\mu}_l c_l \leq \hat{Z}.
\]

(31)

Therefore, we can solve the optimality equation in (30) to obtain an upper bound on the optimal total expected revenue that is tighter than the one provided by problem (25)-(28). We note that the chain of inequalities in (31) is analogous to the one in (23). This result was first shown by Zhang and Adelman (2006), but without using the relaxation argument that we use in this paper.

Repeating this approach for all of the flight legs, the tightest possible upper bound on the optimal total expected revenue is \( \min_{i \in L} \{ \vartheta_{i1}(c_i) + \sum_{l \in L_i} \hat{\mu}_l c_l \} \). Furthermore, we can collect the one-dimensional value functions \( \{ \vartheta_{it}(\cdot) : i \in L, t \in T \} \) together to construct the separable value function approximation \( \tilde{V}_t(x_t) = \sum_{i \in L} \vartheta_{it}(x_{it}) \) for all \( t \in T \); see Section 3.4.4 in Talluri and van Ryzin (2004). In this case, replacing \( \{ V_t(\cdot) : t \in T \} \) on the right side of (2) with \( \{ \sum_{i \in L} \vartheta_{it}(\cdot) : t \in T \} \), if we have

\[
f_j + \sum_{i \in L} \vartheta_{i,t+1}(x_{it} - a_{ij}) \geq \sum_{i \in L} \vartheta_{i,t+1}(x_{it})
\]

and \( a_{ij} \leq x_{it} \) for all \( i \in L \), then we accept a request for itinerary \( j \) at time period \( t \). We note that the decision rule above is equivalent to using dynamic and capacity-dependent bid prices.

5.3 Decomposition by Revenue Allocation

This approach was developed by Topaloglu (2009) to compute dynamic and capacity-dependent bid prices. Kunnumkal and Topaloglu (2007) show that it is possible to extend this approach to the customer choice setting. The main idea behind this approach is to allocate the revenue associated with an itinerary among the different flight legs. In particular, we let \( \beta_{ijt} \) be the portion of the revenue generated from accepting a request for itinerary \( j \) at time period \( t \) that is allocated to flight leg \( i \). We do not specify yet how the revenue allocations are chosen, but they satisfy

\[
\sum_{i \in L} \beta_{ijt} = f_j \quad \forall j \in J, t \in T.
\]

(32)
Allocating the revenues in this fashion immediately allows us to formulate single leg revenue management problems. In the single leg revenue management problem that takes place over flight leg \( i \), the revenue associated with itinerary \( j \) at time period \( t \) is \( \beta_{ijt} \). Therefore, we can solve the optimality equation

\[
\nu_{it}^\beta(x_{it}) = \max_{\alpha \in \mathcal{U}(x_{it})} \left\{ \sum_{j \in J} p_{jt} \left[ \beta_{ijt} \alpha_{jt} + \nu_{i,t+1}^\beta(x_{it} - a_{ij} \alpha_{jt}) \right] \right\}
\]

(33)
to obtain the optimal total expected revenue for the single leg revenue management that takes place over flight leg \( i \). We use the superscript \( \beta = \{\beta_{ijt} : i \in \mathcal{L}, j \in \mathcal{J}, t \in \mathcal{T} \} \) in the value functions to emphasize that the solution to the optimality equation above depends on the revenue allocations.

The next proposition shows that we can obtain upper bounds on the value functions by solving the optimality equation in (33). Proposition 1 in Kunnumkal and Topaloglu (2007) shows this result in the customer choice setting. Since the proof of this result is crucial for demonstrating why the revenue allocations need to satisfy (32), we simplify the proof in Kunnumkal and Topaloglu (2007) to capture the independent demand setting here.

**Proposition 6** If \( \beta \) satisfies (32), then we have \( V_t(x_t) \leq \sum_{i \in \mathcal{L}} \nu_{it}^\beta(x_{it}) \) for all \( t \in \mathcal{T} \).

**Proof** We show the result by induction over the time periods. It is easy to show the result for the last time period. Assuming that the result holds for time period \( t + 1 \) and letting \( \hat{\alpha}_t = \{\hat{\alpha}_{jt} : j \in \mathcal{J} \} \) be an optimal solution to problem (1), we have

\[
V_t(x_t) = \sum_{j \in \mathcal{J}} p_{jt} \left[ \sum_{i \in \mathcal{L}} \beta_{ijt} \hat{\alpha}_{jt} + V_{t+1}(x_{it} - \hat{\alpha}_{jt} \sum_{i \in \mathcal{L}} a_{ij} e_i) \right]
\]

\[
\leq \sum_{j \in \mathcal{J}} p_{jt} \left[ \sum_{i \in \mathcal{L}} \beta_{ijt} \hat{\alpha}_{jt} + \sum_{i \in \mathcal{L}} \nu_{i,t+1}^\beta(x_{it} - a_{ij} \hat{\alpha}_{jt}) \right] \leq \sum_{i \in \mathcal{L}} \nu_{it}^\beta(x_{it}),
\]

where the first equality follows from (32), the first inequality follows from the induction assumption and the second inequality follows from the fact that \( \hat{\alpha}_t \) is a feasible but not necessarily an optimal solution to problem (33).

Therefore, \( V_1(c) \) is bounded from above by \( \sum_{i \in \mathcal{L}} \nu_{i1}^\beta(c_i) \) as long as the revenue allocations satisfy (32). To obtain the tightest possible upper bound on \( V_1(c) \), we can solve the problem

\[
\min_{\beta \in \mathcal{F}} \left\{ \sum_{i \in \mathcal{L}} \nu_{i1}^\beta(c_i) \right\},
\]

(34)

where \( \mathcal{F} = \{\beta : \sum_{i \in \mathcal{L}} \beta_{ijt} = f_j \forall j \in \mathcal{J}, t \in \mathcal{T} \} \). Proposition 3 in Topaloglu (2009) shows that \( \nu_{i1}^\beta(c_i) \) is a convex function of \( \beta \) and we can solve problem (34) by using subgradient optimization or Benders decomposition; see Wolsey (1998) and Ruszczynski (2003).

We note that problem (34) is analogous to problem (6). However, there does not exist a closed form expression for \( \sum_{i \in \mathcal{L}} \nu_{i1}^\beta(c_i) \) comparable to (4) and solving problem (34) is computationally much more expensive than solving problem (6). The next proposition shows that the extra computational burden pays off and the upper bound on the optimal total expected revenue provided by problem (34) is tighter than the one provided by problem (6).
Proposition 7 If \( \hat{\alpha} = \{\hat{\alpha}_{ijt} : i \in \mathcal{L}, j \in \mathcal{J}, t \in \mathcal{T}\} \) are the optimal values of the dual variables associated with constraints (14) in problem (13)-(16), then we have

\[
\min_{\beta \in \mathcal{F}} \left\{ \sum_{i \in \mathcal{L}} \nu_{i1}^\beta(c_i) \right\} \leq \min_{i \in \mathcal{L}} \left\{ v_{i1}(c_i) + \sum_{l \in \mathcal{L}_i} r_{l1}^\alpha(c_l) \right\} \leq \min_{\alpha \geq 0} \{ V_1^\alpha(c) \}.
\]

Proof Proposition 3 and the second inequality in (23) show that the second inequality above holds and we focus only on the first inequality here. We let \( \hat{\alpha} \) be an optimal solution to problem (6). We choose a flight leg \( i \) and let \( \hat{\beta}_{ijt} = f_j - \sum_{l \in \mathcal{L}_i} a_{ij} \hat{\alpha}_{ijt} - \sum_{l \in \mathcal{L}_i} a_{ij} r_{l1}^{\hat{\alpha}} \) for all \( j \in \mathcal{J}, t \in \mathcal{T} \) and \( \hat{\beta}_{ijt} = a_{ij} \hat{\alpha}_{ijt} + a_{ij} r_{l1}^{\hat{\alpha}} \) for all \( l \in \mathcal{L}_i, j \in \mathcal{J}, t \in \mathcal{T} \). We note that \( \hat{\beta} = \{\hat{\beta}_{ijt} : i \in \mathcal{L}, j \in \mathcal{J}, t \in \mathcal{T}\} \in \mathcal{F} \).

The proof shows that \( \sum_{l \in \mathcal{L}} \nu_{lt}^{\hat{\beta}}(x_{lt}) \leq v_{lt}(x_{lt}) + \sum_{l \in \mathcal{L}} r_{lt}^{\hat{\alpha}} x_{lt} \) for all \( t \in \mathcal{T} \). In this case, the result follows from the fact that flight leg \( i \) is arbitrary and \( \hat{\beta} \in \mathcal{F} \).

First, if we let \( \beta_{ijt} = \hat{\beta}_{ijt} \) for all \( j \in \mathcal{J}, t \in \mathcal{T} \) in (33), then the optimality equations in (22) and (33) become identical. Therefore, we have \( \nu_{lt}^{\hat{\beta}}(x_{lt}) = v_{lt}(x_{lt}) \) for all \( t \in \mathcal{T} \). Second, we show by induction over the time periods that \( \nu_{lt}^{\hat{\beta}}(x_{lt}) \leq r_{lt}^{\hat{\alpha}} x_{lt} \) for all \( l \in \mathcal{L}_i, j \in \mathcal{J}, t \in \mathcal{T} \). It is easy to show the result for the last time period. Assuming that the result holds for time period \( t + 1 \), we let \( \hat{\beta}_t = \{\hat{\beta}_{ijt} : j \in \mathcal{J}\} \) be an optimal solution to problem (33) when we solve this problem for flight leg \( l \) with \( \beta = \hat{\beta} \). We have

\[
\nu_{lt}^{\hat{\beta}}(x_{lt}) = \sum_{j \in \mathcal{J}} p_{ljt} \left[ a_{ij} \hat{\alpha}_{ijt} + a_{ij} r_{l,t+1}^{\hat{\alpha}} \hat{\alpha}_{ijt} + r_{l,t+1}^{\hat{\beta}} (x_{lt} - a_{ij} \hat{\alpha}_{ijt}) \right] 
\]

\[
\leq \sum_{j \in \mathcal{J}} p_{ljt} \left[ a_{ij} \hat{\alpha}_{ijt} + a_{ij} r_{l,t+1}^{\hat{\alpha}} \hat{\alpha}_{ijt} + r_{l,t+1}^{\hat{\alpha}} (x_{lt} - a_{ij} \hat{\alpha}_{ijt}) \right] 
\]

\[
\leq \sum_{j \in \mathcal{J}} p_{ljt} \hat{\beta}_{ijt} x_{lt} + r_{l,t+1}^{\hat{\alpha}} x_{lt} = r_{lt}^{\hat{\alpha}} x_{lt},
\]

where the first inequality follows from the induction assumption, the second inequality follows from the fact that \( \hat{\alpha}_{ijt} \geq 0 \) and \( a_{ij} \hat{\alpha}_{ijt} \leq x_{lt} \) for all \( j \in \mathcal{J} \) and the second equality follows from the fact that \( r_{lt}^{\hat{\alpha}} = \sum_{j \in \mathcal{J}} p_{ljt} \hat{\alpha}_{ijt} + r_{l,t+1}^{\hat{\alpha}} \).

Kunnumkal and Topaloglu (2007) use the argument above to show a similar result in the customer choice setting. If their result were translated to the independent demand setting, then it would read as

\[
\min_{\beta \in \mathcal{F}} \{ \sum_{i \in \mathcal{L}} \nu_{i1}^\beta(c_i) \} \leq \min_{i \in \mathcal{L}} \{ \theta_{i1}(c_i) + \sum_{l \in \mathcal{L}} \hat{\mu}_l a_l \} \leq \hat{Z},
\]

where \( \{\theta_{lt}(\cdot) : i \in \mathcal{L}, t \in \mathcal{T}\} \) are computed through the optimality equation in (30), \( \{\hat{\mu}_l : i \in \mathcal{L}\} \) are the optimal values of the dual variables associated with constraints (26) in problem (25)-(28) and \( \hat{Z} \) is the optimal objective value of problem (25)-(28). Therefore, we can interpret Proposition 7 as the analogue of their result for the case where we compute dynamic bid prices through problem (13)-(16).

Letting \( \hat{\beta} \) be an optimal solution to problem (34), we make the itinerary acceptance decisions by replacing \( \{V_l(\cdot) : t \in \mathcal{T}\} \) on the right side of (2) with \( \{\sum_{i \in \mathcal{L}} \nu_{i,t+1}^\hat{\beta}(\cdot) : t \in \mathcal{T}\} \). Therefore, if we have

\[
f_j + \sum_{i \in \mathcal{L}} \nu_{i,t+1}^\hat{\beta}(x_{lt} - a_{ij}) \geq \sum_{i \in \mathcal{L}} \nu_{i,t+1}^\hat{\beta}(x_{lt})
\]

and \( a_{ij} \leq x_{lt} \) for all \( i \in \mathcal{L} \), then we accept a request for itinerary \( j \) at time period \( t \). Similar to the decision rules in Sections 4 and 5.2, the decision rule above is equivalent to using dynamic and capacity-dependent bid prices.
5.4 Linear Value Function Approximations

Similar to the method that we describe in Sections 2 and 3, this method is directed at computing dynamic bid prices and it was proposed by Adelman (2007). Zhang and Adelman (2006) extend this method to the customer choice setting. We begin by letting \( C = \max_{i \in L} \{ c_i \} \) and \( C = \{ 0, \ldots, C \} \) so that the remaining capacity on each flight leg is always in the set \( C \) and we can use \( C^{|L|} \) as the state space in the optimality equation in (1). In this case, Adelman (2007) shows that \( V_1(c) \) can be computed by solving the linear program

\[
\begin{align*}
\min \quad & V_1(c) \\
\text{subject to} \quad & V_t(x_t) \geq \sum_{j \in J} p_{jt} \left[ f_j u_{jt} + V_{t+1}(x_t - u_{jt} \sum_{i \in L} a_{ij} e_i) \right] \quad \forall x_t \in C^{|L|}, \; u_t \in U(x_t), \; t \in T \setminus \{ \tau \} \\
& V_\tau(x_\tau) \geq \sum_{j \in J} p_{j\tau} f_j u_{j\tau} \quad \forall x_\tau \in C^{|L|}, \; u_\tau \in U(x_\tau),
\end{align*}
\]

where \( \{ V_t(x_t) : x_t \in C^{|L|}, \; t \in T \} \) are the decision variables. One approach to deal with the large number of decision variables in the problem above is to approximate the value functions by linear functions of the form \( \hat{V}_t(x_t) = \theta_t + \sum_{i \in L} \gamma_{i,t} x_{it} \). To decide what values to choose for \( \{ \theta_t : t \in T \} \) and \( \{ \gamma_{i,t} : i \in L, \; t \in T \} \), we replace \( V_t(x_t) \) in the problem above with \( \theta_t + \sum_{i \in L} \gamma_{i,t} x_{it} \) to obtain the linear program

\[
\begin{align*}
\min \quad & \theta_t + \sum_{i \in L} \gamma_{i,t} x_{it} \\
\text{subject to} \quad & \theta_t + \sum_{i \in L} \gamma_{i,t} x_{it} \geq \sum_{j \in J} p_{jt} \left[ f_j u_{jt} + \theta_{t+1} + \sum_{i \in L} \gamma_{i,t+1} \left( x_{it} - a_{ij} u_{jt} \right) \right] \quad \forall x_t \in C^{|L|}, \; u_t \in U(x_t), \; t \in T \setminus \{ \tau \} \\
& \theta_\tau + \sum_{i \in L} \gamma_{i,\tau} x_{i\tau} \geq \sum_{j \in J} p_{j\tau} f_j u_{j\tau} \quad \forall x_\tau \in C^{|L|}, \; u_\tau \in U(x_\tau),
\end{align*}
\]

where \( \{ \theta_t : t \in T \} \) and \( \{ \gamma_{i,t} : i \in L, \; t \in T \} \) are the decision variables. The number of decision variables in problem (36)-(38) is manageable and we can deal with the large number of constraints by using column generation on the dual.

Letting \( \{ \hat{\theta}_t : t \in T \} \) and \( \{ \hat{\gamma}_{i,t} : i \in L, \; t \in T \} \) be an optimal solution to problem (36)-(38) and \( \hat{V}_t(x_t) = \hat{\theta}_t + \sum_{i \in L} \hat{\gamma}_{i,t} x_{it} \), we approximate the value functions \( \{ V_t(\cdot) : t \in T \} \) in (2) by \( \{ \hat{V}_t(\cdot) : t \in T \} \). In this case, noting that \( \hat{V}_{t+1}(x_t) - \hat{V}_t(x_t - \sum_{i \in L} a_{ij} e_i) = \sum_{i \in L} a_{ij} \hat{\gamma}_{i,t+1} \), we accept a request for itinerary \( j \) at time period \( t \) when we have

\[
f_j \geq \sum_{i \in L} a_{ij} \hat{\gamma}_{i,t+1}
\]

and \( a_{ij} \leq x_{it} \) for all \( i \in L \). The decision rule above is similar to the one in (5) and it is equivalent to using dynamic bid prices. Adelman (2007) also shows that \( V_1(c) \leq \hat{\theta}_1 + \sum_{i \in L} \hat{\gamma}_{i,1} c_i \) so that we can obtain an upper bound on the optimal total expected revenue by solving problem (36)-(38). The next proposition shows that this upper bound is tighter than the one provided by the optimal objective value of problem (13)-(16).
Proposition 8 If \( \{ \hat{\theta}_t : t \in T \} \) and \( \{ \hat{\gamma}_{i,t} : i \in \mathcal{L}, \ t \in T \} \) are the optimal values of the decision variables in problem (36)-(38), then we have \( \hat{\theta}_1 + \sum_{i \in \mathcal{L}} \hat{\gamma}_{i1} c_i \leq \hat{\zeta} \).

Proof We let \( \hat{\alpha} \) be an optimal solution to problem (6). Since we have \( V_1(\hat{\alpha}) = \hat{\zeta} \) by Proposition 3, we equivalently show that \( \hat{\theta}_1 + \sum_{i \in \mathcal{L}} \hat{\gamma}_{i1} c_i \leq V_1(\hat{\alpha}) \). We let \( \hat{\theta}_t = \sum_{j \in \mathcal{J}} p_{jt} L_{jt}^{\hat{\alpha}} + \ldots + \sum_{j \in \mathcal{J}} p_{jt} L_{jt}^{\hat{\alpha}} \) and \( \hat{\gamma}_{it} = r_{it}^{\hat{\alpha}} \) for all \( i \in \mathcal{L}, \ t \in T \). By Proposition 1, we have \( \hat{\theta}_1 + \sum_{i \in \mathcal{L}} \hat{\gamma}_{i1} c_i = \sum_{j \in \mathcal{J}} p_{jt} L_{jt}^{\hat{\alpha}} + \ldots + \sum_{j \in \mathcal{J}} p_{jt} L_{jt}^{\hat{\alpha}} \) and \( \{ \hat{\gamma}_{it} : i \in \mathcal{L}, \ t \in T \} \) is feasible to problem (36)-(38), then we have a feasible solution to problem (36)-(38) that yields the objective value \( V_1(\hat{\alpha}) \) and the result follows.

For all \( x_t \in \mathcal{C}^{1|\mathcal{L}|}, \ u_t \in \mathcal{U}(x_t), \ t \in T \setminus \{ \tau \} \), we have

\[
\hat{\theta}_t + \sum_{i \in \mathcal{L}} \hat{\gamma}_{it} x_{it} = \sum_{j \in \mathcal{J}} p_{jt} \left[ f_j - \sum_{i \in \mathcal{L}} a_{ij} \hat{\alpha}_{ijt} - \sum_{i \in \mathcal{L}} a_{ij} r_{i,t+1}^{\hat{\alpha}} \right] + \hat{\theta}_{t+1} + \sum_{i \in \mathcal{L}} \sum_{j \in \mathcal{J}} p_{jt} \hat{\alpha}_{ijt} x_{it} + \sum_{i \in \mathcal{L}} r_{i,t+1}^{\hat{\alpha}} x_{it}
\geq \sum_{j \in \mathcal{J}} p_{jt} \left[ f_j - \sum_{i \in \mathcal{L}} a_{ij} \hat{\alpha}_{ijt} - \sum_{i \in \mathcal{L}} a_{ij} r_{i,t+1}^{\hat{\alpha}} \right] u_{jt} + \hat{\theta}_{t+1} + \sum_{i \in \mathcal{L}} \sum_{j \in \mathcal{J}} p_{jt} \hat{\alpha}_{ijt} x_{it} + \sum_{i \in \mathcal{L}} r_{i,t+1}^{\hat{\alpha}} x_{it}
\geq \sum_{j \in \mathcal{J}} p_{jt} \left[ f_j u_{jt} + \hat{\theta}_{t+1} + \sum_{i \in \mathcal{L}} r_{i,t+1}^{\hat{\alpha}} \left( x_{it} - a_{ij} u_{jt} \right) \right],
\]

where the equality follows from the definition of \( L_{jt}^{\hat{\alpha}} \) and the fact that \( r_{it}^{\hat{\alpha}} = \sum_{j \in \mathcal{J}} p_{jt} \alpha_{ijt} + r_{i,t+1}^{\hat{\alpha}} \), the first inequality follows from the fact that \( u_{jt} \in \{0,1\} \) for all \( j \in \mathcal{J} \) and the second inequality follows from the fact that \( a_{ij} u_{jt} \leq x_{it} \) and \( \hat{\alpha}_{ijt} \geq 0 \) for all \( i \in \mathcal{L}, \ j \in \mathcal{J} \). The last expression in the chain of inequalities above is equal to \( \sum_{j \in \mathcal{J}} p_{jt} \left[ f_j u_{jt} + \hat{\theta}_{t+1} + \sum_{i \in \mathcal{L}} \hat{\gamma}_{i,t+1} \left( x_{it} - a_{ij} u_{jt} \right) \right] \), which implies that the solution \( \{ \hat{\theta}_t : t \in T \} \) and \( \{ \hat{\gamma}_{it} : i \in \mathcal{L}, \ t \in T \} \) satisfies constraints (37). A similar argument shows that this solution also satisfies constraints (38) and the result follows. \( \square \)

### 5.5 Capacity-Dependent Bid Prices Through Linear Value Function Approximations

Similar to the methods in Sections 4, 5.2 and 5.3, this method computes dynamic and capacity-dependent bid prices, but it builds on the optimal solution to problem (36)-(38). In particular, letting \( \{ \hat{\theta}_t : t \in T \} \) and \( \{ \hat{\gamma}_{i,t} : i \in \mathcal{L}, \ t \in T \} \) be an optimal solution to problem (36)-(38), Zhang and Adelman (2006) propose solving the optimality equation

\[
v_{it}(x_{it}) = \max_{x_{it}, u_{jt}} \sum_{j \in \mathcal{J}} p_{jt} \left\{ \left[ f_j - \sum_{i \in \mathcal{L}_i} a_{ij} \hat{\gamma}_{i,t+1} \right] u_{jt} + v_{i,t+1}(x_{it} - a_{ij} u_{jt}) + \sum_{i \in \mathcal{L}_i} \hat{\gamma}_{i,t+1} \left( x_{it} - a_{ij} u_{jt} \right) \right\} + \sum_{l \in \bar{\mathcal{L}}_i} \hat{\gamma}_{i,t+1} x_{lt}
\]

subject to

\[
\begin{align*}
a_{ij} u_{jt} & \leq x_{it} & \forall l \in \mathcal{L}, \ j \in \mathcal{J} \\
u_{jt} & \in \{0,1\} & \forall j \in \mathcal{J} \\
x_{lt} & \in \mathcal{C} & \forall l \in \bar{\mathcal{L}}_i,
\end{align*}
\]

where we follow the convention that \( \hat{\gamma}_{i,t+1} = 0 \). In the problem above, the capacity on flight leg \( i \) is the argument of the value function and it is assumed to be fixed, but the capacities on the other flight legs are decision variables. Therefore, this problem ends up being a nontrivial integer program. Zhang and Adelman (2006) show that \( V_1(c) \leq v_{i1}(c_i) + \sum_{l \in \bar{\mathcal{L}}_i} \hat{\gamma}_{i1} c_i \) so that we can obtain an upper bound on
the optimal total expected revenue by solving the optimality equation above. Furthermore, collecting
the one-dimensional value functions \{\nu_t(\cdot) : i \in \mathcal{L}, \ t \in T\} together, we can construct the separable
value function approximation \( \tilde{V}_t(x_t) = \sum_{i \in \mathcal{L}} \nu_t(x_{it}) \) for all \( t \in T \). In this case, we make the itinerary
acceptance decisions by replacing \{\nu_t(\cdot) : t \in T\} on the right side of (2) with \{\sum_{i \in \mathcal{L}} \nu_t(\cdot) : t \in T\}. Similar to the methods in Sections 4, 5.2 and 5.3, it is easy to see that this idea is equivalent to using
dynamic and capacity-dependent bid prices.

6 Computational Experiments

In this section, we compare the performances of the bid prices computed by numerous benchmark
methods. Our goal is to demonstrate the benefits from using more sophisticated methods that compute
dynamic and capacity-dependent bid prices.

6.1 Benchmark Methods

We compare the performances of the bid prices computed by the following eight benchmark methods.

Lagrangian Relaxation with Dynamic Bid Prices (LRD) This is the solution method that we develop in
Sections 2 and 3, but our practical implementation recomputes the bid prices \( n \) times over the planning
horizon by solving problem (6) at time periods \( \{1 + k \tau/n : k = 0, 1, \ldots, n - 1\} \). In particular, given the
remaining leg capacities at time period \( 1 + k \tau/n \), we solve the problem \( \min_{\alpha \geq 0} \{V_{1+k\tau/n}(x_{1+k\tau/n})\} \) to obtain an optimal solution \( \hat{\alpha}_{1+k\tau/n} \). We replace \( \alpha \) in the decision rule in (5) with \( \hat{\alpha}_{1+k\tau/n} \) and follow
this decision rule until we recompute the bid prices. In all of our computational experiments, we use
\( n = 5 \) or \( n = 50 \).

Lagrangian Relaxation with Dynamic and Capacity-Dependent Bid Prices (LRDC) This is the solution
method that we develop in Section 4, but similar to LRD, our practical implementation recomputes
the bid prices \( n \) times over the planning horizon. In particular, given the remaining leg capacities at
time period \( 1 + k \tau/n \), we solve the problem \( \min_{\alpha \geq 0} \{V_{1+k\tau/n}(x_{1+k\tau/n})\} \) to obtain an optimal solution \( \hat{\alpha}_{1+k\tau/n} \). We replace \( \hat{\alpha} \) in the optimality equation in (22) with \( \hat{\alpha}_{1+k\tau/n} \) and solve this optimality
equation to compute the value functions \{\nu_t(\cdot) : i \in \mathcal{L}, \ t \in T\}. We follow the decision rule in (24) until
we recompute the bid prices.

Deterministic Linear Program (DLP) This is the solution method that we describe in Section 5.1, but
our practical implementation also recomputes the bid prices \( n \) times over the planning horizon. In particular, given the remaining leg capacities at
time period \( 1 + k \tau/n \), we replace the right side of constraints (26) with \( \{x_{i,1+k\tau/n} : i \in \mathcal{L}\} \) and the right side of constraints (27) with \( \{\sum_{t=1+k\tau/n}^T p_{jt} : j \in \mathcal{J}\} \) and solve problem (25)-(28). Letting \{\hat{\mu}_i^{1+k\tau/n} : i \in \mathcal{L}\} be the optimal values of the dual
variables associated with constraints (26), we replace \{\hat{\mu}_i : i \in \mathcal{L}\} in the decision rule in (29) with
\{\hat{\mu}_i^{1+k\tau/n} : i \in \mathcal{L}\} and follow this decision rule until we recompute the bid prices.

Randomized Linear Program (RLP) This solution method was proposed by Talluri and van Ryzin
(1999). Noting that DLP uses only the expected numbers of itinerary requests, RLP tries to make up
for this deficiency by working with actual samples. In particular, we let \( D_{jt} \) be the number of requests
for itinerary \( j \) at time period \( t \) so that we have \( \mathbb{P}\{D_{jt} = 1\} = p_{jt} \) and \( \mathbb{P}\{D_{jt} = 0\} = 1 - p_{jt} \). To compute the bid prices at time period \( 1 + k \tau/n \), we generate \( S \) independent samples of \( D = \{D_{jt} : j \in \mathcal{J}, t \in \mathcal{T}\} \), which we denote by \( \tilde{D}^s = \{\tilde{D}_{jt}^s : j \in \mathcal{J}, t \in \mathcal{T}\} \) for \( s = 1, \ldots, S \). Given the remaining leg capacities at time period \( 1 + k \tau/n \), we replace the right side of constraints (26) with \( \{x_{i,1+k\tau/n} : i \in \mathcal{L}\} \) and the right side of constraints (27) with \( \{\tilde{D}_{jt}^s : j \in \mathcal{J}\} \) and solve problem (25)-(28). Letting \( \hat{Z}^{1+k\tau/n}(\tilde{D}^s) \) be the optimal objective value of this problem and \( \{\hat{\mu}_i^{1+k\tau/n}(\tilde{D}^s) : i \in \mathcal{L}\} \) be the optimal values of the dual variables associated with constraints (26), we use \( \sum_{s=1}^S \hat{\mu}_i^{1+k\tau/n}(\tilde{D}^s)/S \) as the bid price associated with flight leg \( i \) until we recompute the bid prices.

It is also possible to show that \( V_1(c) \leq \mathbb{E}\{\hat{Z}^1(D)\} \). Therefore, RLP provides an upper bound on the optimal total expected revenue, but computing \( \mathbb{E}\{\hat{Z}^1(D)\} \) requires estimating the expectation through simulation.

**Dynamic Programming Decomposition** (DPD) This is the solution method that we describe in Section 5.2, but our practical implementation recomputes the bid prices \( n \) times over the planning horizon by using an approach similar to the one used by LRDC.

**Decomposition by Revenue Allocation** (DRA) This is the solution method that we describe in Section 5.3, but similar to LRDC and DPD, our practical implementation recomputes the bid prices \( n \) times over the planning horizon. In particular, given the remaining leg capacities at time period \( 1 + k \tau/n \), we solve the problem \( \min_{\beta \in \mathcal{X}} \{\sum_{i \in \mathcal{L}} \nu_i^{\beta} (x_{i,1+k\tau/n})\} \) to obtain an optimal solution \( \hat{\beta}^{1+k\tau/n} \). We replace \( \hat{\beta} \) in the decision rule in (35) with \( \hat{\beta}^{1+k\tau/n} \) and follow this decision rule until we recompute the bid prices.

**Linear Approximations with Dynamic Bid Prices** (LAD) This is the solution method that we describe in Section 5.4, but similar to LRD and DLP, our practical implementation recomputes the bid prices \( n \) times over the planning horizon. In particular, given the remaining leg capacities at time period \( 1 + k \tau/n \), we replace the objective function of problem (36)-(38) with \( \theta^{1+k\tau/n} + \sum_{i \in \mathcal{L}} \tilde{\gamma}_i^{1+k\tau/n} x_{i,1+k\tau/n} \) and solve this problem to obtain an optimal solution \( \{\hat{\theta}_t^{1+k\tau/n} : t \in \mathcal{T}\} \) and \( \{\hat{\gamma}_it^{1+k\tau/n} : i \in \mathcal{L}, t \in \mathcal{T}\} \). We replace \( \{\hat{\gamma}_it : i \in \mathcal{L}, t \in \mathcal{T}\} \) in the decision rule in (39) with \( \{\hat{\gamma}_it^{1+k\tau/n} : i \in \mathcal{L}, t \in \mathcal{T}\} \) and follow this decision rule until we recompute the bid prices.

**Linear Approximations with Dynamic and Capacity-Dependent Bid Prices** (LADC) This is the solution method that we describe in Section 5.5, but our practical implementation recomputes the bid prices \( n \) times over the planning horizon by using an approach similar to the one used by LRDC.

### 6.2 Experimental Setup

We consider two types of airline networks in our computational experiments. The first airline network includes one hub and \( N \) spokes. There are two flight legs associated with each spoke. One of these flight legs is from the spoke to the hub and the other one is from the hub to the spoke. There is a high-fare and a low-fare itinerary that connect each possible origin-destination pair. Therefore, the first airline network includes \( 2N \) flight legs and \( 2N(N + 1) \) itineraries, and an itinerary includes at most two flight legs. The structure of the first airline network for \( N = 6 \) is shown on the left side of Figure 1.
The second airline network includes two hubs and $N$ spokes. The first half of the spokes are connected to the first hub and the second half of the spokes are connected to the second hub. There are two flight legs associated with each spoke. One of these flight legs is from the spoke to the hub and the other one is from the hub to the spoke. There are also two flight legs that connect the hubs in each direction. We sample 50 to 150 origin-destination pairs among the set of all possible origin-destination pairs and assume that there is a high-fare and a low-fare itinerary that connect each sampled origin-destination pair. Therefore, the second airline network includes $2N + 2$ flights and 100 to 300 itineraries, and an itinerary includes at most three flight legs. The structure of the second airline network for $N = 10$ is shown on the right side of Figure 1.

For both airline networks, the revenue associated with a high-fare itinerary is $\kappa$ times larger than the revenue associated with the corresponding low-fare itinerary. We generate the arrival probabilities $\{p_{jt} : j \in J, t \in T\}$ in such a manner that the probability of having a request for a high-fare itinerary increases over time, whereas the probability of having a request for a low-fare itinerary decreases over time. To do this, we randomly generate one probability for each origin-destination pair in the airline network such that the sum of these probabilities over all origin-destination pairs is equal to 1. If we let $P_{od}$ be the probability that we generate for origin-destination pair $(o, d)$ and $\lambda(t)$ be an increasing function of $t$ taking values over $[0, 1]$, then the probability that there is a request at time period $t$ for the high-fare itinerary associated with origin-destination pair $(o, d)$ is $\lambda(t) P_{od}$ and the probability that there is a request at time period $t$ for the low-fare itinerary associated with origin-destination pair $(o, d)$ is $[1 - \lambda(t)] P_{od}$. In our test problems, we have $\lambda(t) = 0$ until about one third of the planning horizon, and after this, $\lambda(t)$ increases linearly to 1. Since the total expected demand for the capacity on flight leg $i$ is $\sum_{t \in T} \sum_{j \in J} a_{ij} p_{jt}$, we measure the tightness of the leg capacities by

$$\theta = \frac{\sum_{t \in T} \sum_{j \in J} \sum_{i \in L} a_{ij} p_{jt}}{\sum_{i \in L} c_i}.$$ 

We vary $N$, $\theta$ and $\kappa$ in our computational experiments and label our test problems by $(N, \theta, \kappa)$.

Section 3 shows that we can obtain an optimal solution to the problem $\min_{\alpha \geq 0} \{V_{1+kT/n}(x_{1+kT/n})\}$ by solving a linear program. We use $S = 50$ for RLP. We use subgradient optimization to solve the problem $\min_{\beta \in \mathcal{X}} \{\sum_{i \in L} \nu_{i,1+kT/n}(x_{i,1+kT/n})\}$ for DRA. The step size and termination criterion that we use for subgradient optimization are the same as those in Topaloglu (2009). When recomputing the bid prices for LAD, we solve the dual of problem (36)-(38) through column generation with 5% optimality gap. However, when computing the upper bounds on the optimal total expected revenue, we solve problem (36)-(38) to optimality so that the upper bounds that we report are accurate.

### 6.3 Computational Results for the First Airline Network

Tables 1 and 2 show the total expected revenues obtained by the different benchmark methods for the first airline network. Table 1 corresponds to the case where we recompute the bid prices five times over the planning horizon, whereas Table 2 corresponds to the case where we recompute the bid prices 50 times. The first column in these tables shows the characteristics of the test problems. The next eight columns show the total expected revenues obtained by LRD, LRDC, DLP, RLP, DPD, DRA, LAD
and LADC. We estimate these total expected revenues by simulating the performances of the different benchmark methods under multiple demand trajectories. To reduce the effect of simulation noise, we use common random numbers when simulating the performances of the different benchmark methods; see Law and Kelton (2000). The tenth column shows the percent gap between the total expected revenues obtained by LRDC and LRD. This column also includes a “✓” whenever LRDC performs better than LRD, a “×” whenever LRDC performs worse than LRD and a “○” whenever there is no statistically significant difference between the total expected revenues obtained by LRDC and LRD at 95% level. The last six columns do the same thing as the tenth column, but they compare the performance of LRDC with the remaining six benchmark methods. LRDC turns out to be one of the better benchmark methods and we use it as a reference point.

The results indicate that LRDC performs noticeably better than the other benchmark methods. When we recompute the bid prices five times over the planning horizon, LRDC improves on LRD, DLP, RLP and LAD respectively by 5.6%, 7.5% 3.9% and 5.0% on the average. The same improvement figures decrease respectively to 2.5%, 4.1%, 1.5% and 2.9% when we recompute the bid prices 50 times. In either case, such improvement figures are considered quite significant in the network revenue management setting. The improvements of LRDC over LRD, DLP, RLP and LAD are most noticeable when the expected demand exceeds the capacity by a large margin and there is a large gap between the revenues associated with the high-fare and low-fare itineraries. Therefore, it is important to use a more sophisticated method to compute the bid prices when the leg capacities are scarce and there is substantial regret associated with accepting a low-fare itinerary request when one could have accepted a high-fare itinerary request.

LRD consistently performs better than DLP. This is due to the fact that problem (13)-(16) captures the dynamics of the network revenue management problem better than problem (25)-(28). On the other hand, randomization substantially improves the performance of the bid prices computed by problem (25)-(28) and RLP performs better than LRD and DLP for a majority of the test problems. Although both LRD and LAD compute dynamic bid prices, LAD has a slight advantage over LRD for a majority of the test problems.

The performances of LRDC, DPD, DRA and LADC are comparable. LRDC performs better than DPD and DRA by a small but consistent margin when we recompute the bid prices five times over the planning horizon. In this case, the total expected revenues obtained by LRDC are either better than or indistinguishable from those obtained by DPD and DRA. It turns out that DRA catches up with LRDC when we recompute the bid prices 50 times. On the other hand, LRDC generally performs better than DPD irrespective of how frequently we recompute the bid prices. This is expected since LRDC builds on the optimal dual solution to problem (13)-(16), whereas DPD builds on the optimal dual solution to problem (25)-(28) and problem (13)-(16) captures the capacity availabilities better than problem (25)-(28). The performances of LRDC and LADC are quite close. We note that LADC builds on the optimal solution to problem (36)-(38) and this problem provides a tighter upper bound on the optimal total expected revenue than problem (13)-(16). However, this potential advantage does not seem to help LADC too much and its performance is quite close to that of LRDC.
Figure 2 shows the improvements in the performances of the different benchmark methods when we recompute the bid prices 50 times over the planning horizon instead of five times. LRD, DLP, RLP and LAD significantly benefit from recomputing the bid prices more frequently. Recomputing the bid prices more frequently also helps the performance of DRA, but not as much as it helps the performances of LRD, DLP, RLP and LAD. On the other hand, LRDC, DPD and LADC do not benefit much from recomputing the bid prices more frequently. This observation can be explained by the fact that the decision rules used by LRD, DLP, RLP and LAD are equivalent to approximating the value functions by linear functions and the linear value function approximations tend to be accurate only around the current values of the remaining leg capacities, but not necessarily around the future values of the remaining leg capacities. In other words, the value function approximations used by LRD, DLP, RLP and LAD do not capture the curvature of the value functions and they need to be retuned frequently as the values of the remaining leg capacities change. On the other hand, the decision rules used by LRDC, DPD, DRA and LADC are equivalent to approximating the value functions by separable concave functions and these value function approximations capture the curvature of the value functions, at least to a certain extent. It is also interesting to note that there are quite a few test problems where the performances of LRDC, DPD and LADC slightly deteriorate when we recompute the bid prices more frequently. Similar behavior for other methods in the literature is analyzed in Cooper (2002).

Table 3 shows the CPU seconds required by the different benchmark methods to compute one set of bid prices. All of our computational experiments are run on a Pentium IV PC running Windows XP with 2.4 GHz CPU and 1 GB RAM. The runtimes for LAD and LADC correspond to the case where we solve problem (36)-(38) with 5% optimality gap. The results indicate that the runtimes for DLP, RLP and DPD are quite short. The runtimes for LRD are longer, but they are under two seconds for a majority of the test problems. The runtimes for LRD and LRDC differ by about one second. The runtimes for DRA exceed those for the other benchmark methods by orders of magnitude. Although DRA performs quite well when we recompute the bid prices 50 times over the planning horizon, this comes at the cost of a significant increase in the runtimes. The runtimes for LAD and LADC are also significantly longer than those for LRD and LRDC. Therefore, LRDC and DPD seem to strike a reasonable balance between performance and computational burden, though LRDC has a small but consistent performance advantage over DPD.

Table 4 shows the upper bounds on the optimal total expected revenues provided by the different benchmark methods. The columns in this table have the same interpretations as those in Tables 1 and 2, but they compare the upper bounds instead of the total expected revenues. The results indicate that DRA consistently provides the tightest upper bounds. The upper bounds provided by LRDC, RLP and LADC compete for the second place, but we emphasize that the upper bounds provided by RLP require estimating the expectation $E\{\hat{Z}(D)\}$ through simulation, whereas the upper bounds provided by LRDC and LADC can be computed exactly. The upper bounds provided by LRD, DPD and LAD compete for the fifth place. DLP consistently provides the loosest upper bounds and this is in agreement with Propositions 5 and 7. One interesting observation is that LRD and LAD provide the same upper bounds for all of our test problems. Proposition 8 shows that the upper bound provided by LAD is potentially tighter than the one provided by LRD, but these upper bounds coincide for all of our test problems.
problems. We believe that this one of the reasons why LADC does not perform better than LRDC, although it is based on a linear program that potentially provides tighter upper bounds.

6.4 Computational Results for the Second Airline Network

Tables 5 and 6 show the total expected revenues obtained by the different benchmark methods for the second airline network. Table 5 corresponds to the case where we recompute the bid prices five times over the planning horizon, whereas Table 6 corresponds to the case where we recompute the bid prices 50 times. The columns in these tables have the same interpretations as those in Tables 1 and 2. For a majority of the test problems that take place over the second airline network, DRA requires more than 1 GB RAM and we do not use DRA as a benchmark method for the second airline network.

The results display essentially the same trends as those in Tables 1 and 2. When we recompute the bid prices five times over the planning horizon, LRDC improves on LRD, DLP, RLP and LAD respectively by 4.1%, 5.5%, 3.2% and 3.9% on the average. The same improvement figures decrease to 1.9%, 3.1%, 1.2% and 2.5% when we recompute the bid prices 50 times. LRDC generally performs better than DPD by a small but consistent margin. The performance gaps between LRDC and DPD are statistically significant for a majority of the test problems. The performance of LRDC is essentially indistinguishable from that of LADC.

Table 7 shows the CPU seconds required by the different benchmark methods to compute one set of bid prices. The runtimes for LRD are under six seconds and the runtimes for LRDC are under 10 seconds for a majority of the test problems. The runtimes for DPD are about twice as fast as those for LRDC. The runtimes for LAD and LADC approach one minute for the test problems with large numbers of spokes. Noting that LRDC performs essentially the same as LADC, LRDC appears to be an appealing alternative to LADC.

Table 8 shows the upper bounds on the optimal total expected revenues provided by the different benchmark methods. The columns in this table have the same interpretations as those in Table 4. The results indicate that LRDC, RLP and LADC provide the tightest upper bounds. The upper bounds provided by LRDC and LADC are tighter than those provided by RLP when the expected demand exceeds the capacity by a large margin. The upper bounds provided by LRD and LAD once again coincide for all of our test problems.

7 Conclusions

We presented a new method to compute bid prices in network revenue management problems. The novel aspect of our method is that it naturally provides dynamic bid prices that depend on how much time is left until departure. Our method provides an upper bound on the optimal total expected revenue and this upper bound is tighter than the one provided by the deterministic linear program. The bid prices computed by our method can be used in a dynamic programming decomposition-like idea to decompose the network revenue management problem by the flight legs and to obtain dynamic and capacity-dependent bid prices.
Our computational experiments indicated that dynamic and capacity-dependent bid prices perform quite well. In particular, the four benchmark methods, LRDC, DPD, DRA and LADC, which compute dynamic and capacity-dependent bid prices, perform substantially better than LRD, DLP, RLP and LAD. Comparing LRDC, DPD, DRA and LADC among each other, DRA is comparable to LRDC when we recompute the bid prices frequently, but it has a higher computational burden. On the other hand, LRDC performs better than DPD by a small but consistent margin. The performance gaps between LRDC and DPD are statistically significant for many test problems and these performance gaps can approach 1% for the test problems with large numbers of spokes. The performances of LRDC and LADC are essentially indistinguishable, but the runtimes for LADC are significantly longer than those for LRDC. Therefore, LRDC, which uses the bid prices computed by our method as a starting point, seems to strike a reasonable balance between performance and computational burden.
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Figure 1: Structures of the two airline networks that we use in our computational experiments.

Figure 2: Improvements in the performances of the benchmark methods for the first airline network when we recompute the bid prices 50 times over the planning horizon instead of five times.
Table 1: Total expected revenues obtained by the benchmark methods for the first airline network when we recompute the bid prices five times over the planning horizon.
Table 2: Total expected revenues obtained by the benchmark methods for the first airline network when we recompute the bid prices 50 times over the planning horizon.
Table 3: CPU seconds required by the benchmark methods to compute one set of bid prices for the first airline network. The runtimes that are less than 5 milliseconds are indicated as zero.
Table 4: Upper bounds on the optimal total expected revenues provided by the benchmark methods for the first airline network.
<table>
<thead>
<tr>
<th>Problem (N, θ, κ)</th>
<th>Total expected revenue obtained by</th>
<th>% gap between LRDC and</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LRD</td>
<td>LRDC</td>
</tr>
<tr>
<td>(6, 1, 0, 2)</td>
<td>23,560</td>
<td>23,748</td>
</tr>
<tr>
<td></td>
<td>0.79</td>
<td>1.18</td>
</tr>
<tr>
<td>(6, 1, 0, 4)</td>
<td>33,126</td>
<td>33,650</td>
</tr>
<tr>
<td></td>
<td>1.56</td>
<td>2.29</td>
</tr>
<tr>
<td>(6, 1, 0, 8)</td>
<td>52,273</td>
<td>53,789</td>
</tr>
<tr>
<td></td>
<td>2.82</td>
<td>3.90</td>
</tr>
<tr>
<td>(6, 1, 2, 2)</td>
<td>21,470</td>
<td>21,930</td>
</tr>
<tr>
<td></td>
<td>2.10</td>
<td>2.16</td>
</tr>
<tr>
<td>(6, 1, 2, 4)</td>
<td>30,658</td>
<td>31,769</td>
</tr>
<tr>
<td></td>
<td>3.50</td>
<td>4.08</td>
</tr>
<tr>
<td>(6, 1, 2, 8)</td>
<td>49,033</td>
<td>51,931</td>
</tr>
<tr>
<td></td>
<td>5.58</td>
<td>6.64</td>
</tr>
<tr>
<td>(6, 1, 6, 2)</td>
<td>18,557</td>
<td>19,041</td>
</tr>
<tr>
<td></td>
<td>2.54</td>
<td>2.32</td>
</tr>
<tr>
<td>(6, 1, 6, 4)</td>
<td>27,868</td>
<td>28,811</td>
</tr>
<tr>
<td></td>
<td>3.28</td>
<td>3.89</td>
</tr>
<tr>
<td>(6, 1, 6, 8)</td>
<td>46,411</td>
<td>48,867</td>
</tr>
<tr>
<td></td>
<td>5.03</td>
<td>6.09</td>
</tr>
<tr>
<td>(10, 1, 0, 2)</td>
<td>19,534</td>
<td>19,770</td>
</tr>
<tr>
<td></td>
<td>1.19</td>
<td>1.79</td>
</tr>
<tr>
<td>(10, 1, 0, 4)</td>
<td>27,738</td>
<td>28,556</td>
</tr>
<tr>
<td></td>
<td>2.86</td>
<td>4.02</td>
</tr>
<tr>
<td>(10, 1, 0, 8)</td>
<td>44,175</td>
<td>46,707</td>
</tr>
<tr>
<td></td>
<td>5.42</td>
<td>7.12</td>
</tr>
<tr>
<td>(10, 1, 2, 2)</td>
<td>17,357</td>
<td>17,655</td>
</tr>
<tr>
<td></td>
<td>1.68</td>
<td>2.35</td>
</tr>
<tr>
<td>(10, 1, 2, 4)</td>
<td>25,097</td>
<td>26,340</td>
</tr>
<tr>
<td></td>
<td>4.72</td>
<td>6.80</td>
</tr>
<tr>
<td>(10, 1, 2, 8)</td>
<td>40,922</td>
<td>44,412</td>
</tr>
<tr>
<td></td>
<td>7.86</td>
<td>11.58</td>
</tr>
<tr>
<td>(10, 1, 6, 2)</td>
<td>14,191</td>
<td>14,563</td>
</tr>
<tr>
<td></td>
<td>2.51</td>
<td>3.20</td>
</tr>
<tr>
<td>(10, 1, 6, 4)</td>
<td>21,689</td>
<td>23,135</td>
</tr>
<tr>
<td></td>
<td>6.25</td>
<td>8.80</td>
</tr>
<tr>
<td>(10, 1, 6, 8)</td>
<td>37,179</td>
<td>41,203</td>
</tr>
<tr>
<td></td>
<td>9.77</td>
<td>14.35</td>
</tr>
<tr>
<td>Average</td>
<td>4.05</td>
<td>5.51</td>
</tr>
</tbody>
</table>

Table 5: Total expected revenues obtained by the benchmark methods for the second airline network when we recompute the bid prices five times over the planning horizon.
<table>
<thead>
<tr>
<th>Problem (N, θ, κ)</th>
<th>Total expected revenue obtained by</th>
<th>% gap between LRDC and</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LRD</td>
<td>LRDC</td>
</tr>
<tr>
<td>(6, 1, 0, 2)</td>
<td>23,697</td>
<td>23,729</td>
</tr>
<tr>
<td>(6, 1, 0, 4)</td>
<td>33,441</td>
<td>33,588</td>
</tr>
<tr>
<td>(6, 1, 0, 8)</td>
<td>53,033</td>
<td>53,726</td>
</tr>
<tr>
<td>(6, 1, 2, 2)</td>
<td>21,839</td>
<td>21,923</td>
</tr>
<tr>
<td>(6, 1, 2, 4)</td>
<td>31,428</td>
<td>31,716</td>
</tr>
<tr>
<td>(6, 1, 2, 8)</td>
<td>50,782</td>
<td>51,847</td>
</tr>
<tr>
<td>(6, 1, 6, 2)</td>
<td>18,898</td>
<td>19,005</td>
</tr>
<tr>
<td>(6, 1, 6, 4)</td>
<td>28,400</td>
<td>28,791</td>
</tr>
<tr>
<td>(6, 1, 6, 8)</td>
<td>47,589</td>
<td>48,774</td>
</tr>
<tr>
<td>(10, 1, 0, 2)</td>
<td>19,641</td>
<td>19,743</td>
</tr>
<tr>
<td>(10, 1, 0, 4)</td>
<td>28,152</td>
<td>28,525</td>
</tr>
<tr>
<td>(10, 1, 0, 8)</td>
<td>45,296</td>
<td>46,633</td>
</tr>
<tr>
<td>(10, 1, 2, 2)</td>
<td>17,576</td>
<td>17,655</td>
</tr>
<tr>
<td>(10, 1, 2, 4)</td>
<td>25,649</td>
<td>26,294</td>
</tr>
<tr>
<td>(10, 1, 2, 8)</td>
<td>42,094</td>
<td>44,338</td>
</tr>
<tr>
<td>(10, 1, 6, 2)</td>
<td>14,948</td>
<td>14,541</td>
</tr>
<tr>
<td>(10, 1, 6, 4)</td>
<td>22,442</td>
<td>23,125</td>
</tr>
<tr>
<td>(10, 1, 6, 8)</td>
<td>38,571</td>
<td>41,119</td>
</tr>
<tr>
<td>(14, 1, 0, 2)</td>
<td>24,718</td>
<td>24,785</td>
</tr>
<tr>
<td>(14, 1, 0, 4)</td>
<td>35,312</td>
<td>35,637</td>
</tr>
<tr>
<td>(14, 1, 0, 8)</td>
<td>56,518</td>
<td>58,084</td>
</tr>
<tr>
<td>(14, 1, 2, 2)</td>
<td>22,409</td>
<td>22,487</td>
</tr>
<tr>
<td>(14, 1, 2, 4)</td>
<td>32,545</td>
<td>33,154</td>
</tr>
<tr>
<td>(14, 1, 2, 8)</td>
<td>53,132</td>
<td>55,562</td>
</tr>
<tr>
<td>(14, 1, 6, 2)</td>
<td>18,894</td>
<td>18,979</td>
</tr>
<tr>
<td>(14, 1, 6, 4)</td>
<td>28,612</td>
<td>29,572</td>
</tr>
<tr>
<td>(14, 1, 6, 8)</td>
<td>48,423</td>
<td>51,829</td>
</tr>
</tbody>
</table>

Table 6: Total expected revenues obtained by the benchmark methods for the second airline network when we recompute the bid prices 50 times over the planning horizon.
<table>
<thead>
<tr>
<th>Problem</th>
<th>CPU seconds for</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LRD</td>
</tr>
<tr>
<td>(6, 1.0, 2)</td>
<td>0.78</td>
</tr>
<tr>
<td>(6, 1.0, 4)</td>
<td>0.75</td>
</tr>
<tr>
<td>(6, 1.0, 8)</td>
<td>0.75</td>
</tr>
<tr>
<td>(6, 1.2, 2)</td>
<td>0.77</td>
</tr>
<tr>
<td>(6, 1.2, 4)</td>
<td>0.75</td>
</tr>
<tr>
<td>(6, 1.2, 8)</td>
<td>0.84</td>
</tr>
<tr>
<td>(6, 1.6, 2)</td>
<td>0.75</td>
</tr>
<tr>
<td>(6, 1.6, 4)</td>
<td>0.75</td>
</tr>
<tr>
<td>(6, 1.6, 8)</td>
<td>0.75</td>
</tr>
<tr>
<td>(10, 1.0, 2)</td>
<td>5.31</td>
</tr>
<tr>
<td>(10, 1.0, 4)</td>
<td>5.09</td>
</tr>
<tr>
<td>(10, 1.0, 8)</td>
<td>4.98</td>
</tr>
<tr>
<td>(10, 1.2, 2)</td>
<td>5.56</td>
</tr>
<tr>
<td>(10, 1.2, 4)</td>
<td>5.14</td>
</tr>
<tr>
<td>(10, 1.2, 8)</td>
<td>5.02</td>
</tr>
<tr>
<td>(10, 1.6, 2)</td>
<td>5.74</td>
</tr>
<tr>
<td>(10, 1.6, 4)</td>
<td>5.23</td>
</tr>
<tr>
<td>(10, 1.6, 8)</td>
<td>5.03</td>
</tr>
<tr>
<td>(14, 1.0, 2)</td>
<td>4.65</td>
</tr>
<tr>
<td>(14, 1.0, 4)</td>
<td>3.29</td>
</tr>
<tr>
<td>(14, 1.0, 8)</td>
<td>3.16</td>
</tr>
<tr>
<td>(14, 1.2, 2)</td>
<td>4.14</td>
</tr>
<tr>
<td>(14, 1.2, 4)</td>
<td>3.27</td>
</tr>
<tr>
<td>(14, 1.2, 8)</td>
<td>3.18</td>
</tr>
<tr>
<td>(14, 1.6, 2)</td>
<td>4.10</td>
</tr>
<tr>
<td>(14, 1.6, 4)</td>
<td>3.31</td>
</tr>
<tr>
<td>(14, 1.6, 8)</td>
<td>3.16</td>
</tr>
</tbody>
</table>

Table 7: CPU seconds required by the benchmark methods to compute one set of bid prices for the second airline network. The runtimes that are less than 5 milliseconds are indicated as zero.
Table 8: Upper bounds on the optimal total expected revenues provided by the benchmark methods for the second airline network.