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Dantzig-Wolfe Decompositions 1

Dantzig-Wolfe decomposition (1960) is an algorithm for solving large-scale optimization problems,
which have a special structure (block structure).

We consider an LP as follows.

min cT1 x1 + cT2 x2 + ... + cTmxm
s.t. A01x1 + A02x2 + ... + A0mxm = b0

A11x1 = b1
A22x2 = b2

...
Ammxm = bm
x1, ..., xm ≥ 0

where cj ∈ Rnj , b0 ∈ Rm0 and bi ∈ Rmi . The constraint A01x1 +A02x2 + ...+A0mxm = b0 is called
a linking constraint. We can consider an example of this LP, such as a company which has many
divisions. Each division has its own decision variables and constraints, and the company also sets
constraints on their shared resources. This LP can be rewritten more concisely as follows.

min

m∑
i=1

cTi xi

s.t.

m∑
i=1

A0ixi = b0 (∗)

Aiixi = bi i = 1, . . . ,m

xi ≥ 0 i = 1, . . . ,m

Exploit that it is relatively easy to solve the following problem for any vector ĉ.

min ĉTxi
s.t. Aiixi = bi

xi ≥ 0

Let Qi = {xi ∈ Rni : Aiixi = bi, xi ≥ 0}. Assuming that Qi is bounded, we could in theory
enumerate its vertices {vi1, vi2, ..., viNi}. (If Qi is not bounded, we would also need extreme rays.)
Thus, any xi ∈ Qi can be written as xi =

∑Ni
j=1 λijvij for some λij such that

∑Ni
j=1 λij = 1 and

λij ≥ 0.

1Based on previous notes of Jeff Tian
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Threrefore, (∗) can be rewritten as

min
∑m

i=1

∑Ni
j=1 λij(c

T
i vij)

s.t.
∑m

i=1

∑Ni
j=1 λij(A0ivij) = b0∑Ni

j=1 λij = 1 i = 1, ...,m

λij ≥ 0 ∀i, j.

We call this the master problem. Notice that there are now m0 +m constraints but many more
variables. Now, we want to use column generation to solve the master problem. Assume we have
some basic feasible solution (BFS) to the master problem. We can compute the dual variables[
y
z

]
∈
[
Rm0

Rm

]
using complementary slackness.

The reduced cost of variable λij :

cTi vij = cTi vij −
[
A0ivij
ei

]T [
y
z

]
= cTi vij − (A0ivij)

T y − eTi z
= cTi vij − (vTijA

T
0i)y − zi

= (ci −AT
0iy)T vij − zi.

Notice that cTi vij < 0 is equivalent to (ci − AT
0iy)T vij < zi. Let ci = ci − AT

0iy. Now consider
the following problem.

min c̄Ti xi
s.t. Aiixi = bi

xi ≥ 0.

Since Qi is nonempty and bounded, this problem has an optimal solution that is a vertex, say
vik for some k. If c̄Ti vik < zi, then vik should enter the basis for the master problem, else cTi vij ≥ 0
for all vertices vij . So by solving the subproblem for each Q1, ..., Qm, we either find a negative
reduced cost variable, or prove that the current solution is optimal.

We reduce the space required to solve the overall problem, and each subproblem could possibly
be solved in parallel. What we have done is just simplex method plus column generation for finding
negative reduced costs.
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