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edge costs (Ce:etE) satisfying
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Traveling Salesman Problem (TSP)

Eut:Complete graph G: IV,E) with

edge costs (Ce:etE) satisfying
triangle inequality.

put: Minimum-costHamiltonian cycle. 99 Pokestops in SF
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· One of themostbasic examples of a vehicle routing problem
· NP-hard [Karp'72]
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Ref. An a-approximation algorithm is onethat satisfies
ALL(I) =C.OPT(I) FinstancesI.



We study approximation algorithms for the TSP.

Ref. An a-approximation algorithm is onethat satisfies
ALL(I) =C.OPT(I) FinstancesI.

What is known aboutapproximation algorithms fortheTSP?

For 45 years,
best-known approximation was 1.5. [Christofides '76, Serbynkou 178]

Recent breakthrough reduced this to - 1.5-1036 [Karlin, Klein, Oreis Gharan'21]

Np-hard to approximate within a factor of2 (Karpinski, Lampis, Schmied' 13]



Subtour LP Dantzig, Fulkerson, Johnson'
Held, Karp'Al

min Icexe
sit. x(S()) =2 FveV

x(s(s)) >,2 FOISIV

Ne30 FetE

~ -s S is tit
it x(d(s)) = 2
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min Icexe
sit. x(S()) =2 FveV

x(s(s)) >,2 FOISIV

Ne?O FezE

clearly, LP (G) IOPT(G) Fgraphs G.

... To get abound against OPT, it sufficesto boundagainst LP.
i.e. ALG(G) - d-(P(G) FG => ALG(a) =2-0PT(G) FG.
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x(s(s)) >,2 FOISIV

Integrality gap of subtour IPis Ne?O FezE

· I (Wolsey 180]
· -3 [Karlin, Klein, Oveis Gharan '22]

· (folklore]

Etonjecture:The integrality gap of the subtour IP is .

We prove the -conjecturefor a class of TSPinstances.



Our Result

The -conjecture holds for half-integral cycle cut
instancesof theTSP.

-integral:Solution to LP has xet90,2, 13 FeeE.
S:x(5(5)) =2
-

cuintance:Tight cuts have a specific structure.

These capture all known worst-case instances for the 45-conjecture -
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Whyare half-integral instances interesting?
8 conjecture. (Schalekamp, W, van Zaylen 14]

Half-integral instances arethe worst-case instances for the integrality gap.
· Current-best approximationforTSP (1.5-E) (Karlin, Klein, Oveis Gharam(1]

built on ideas from half-integral case [KK0 20]

· Currently, best approximation forhalf-integral TSP is 1.4983
[Gupta, Lee, Li, Mucha, Newman,

Sarkar '22]



What are cycle cut instances?
· A tight cut is SEV sit. x(S(S1) =2 /s
· A cycle cut instance is one where

Flight cutsS with ISK,2,

E tight cuts A,BES sit. AuB
=S.

S

⑰
S =AU



Half-integral cycle cut instances capture the known cases
where the 4/3-conjecture isfight

"Envelope"graph

LP- 3k OPT 24k



Half-integral cycle cut instances capture the known cases
where the 4/3-conjecture isfight

K-donuts (Boyd, Seb: '17]
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"Envelope"graph
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K-donut wherek=4



Half-integral cycle cut instances capture the known cases
where the 4/3-conjecture isfight

"Envelope"graph

.l



A more useful view of cycle cut instances

· A tight cut is SEV sit. x(S(S1) =2 /s
· Two cuts S,TEV cross if SeT, 5nT, snT, 5nT+4.0.+
· A critical cut is a tight cut that does not cross any other fight cut.

· Fix arbitrary root vertexreV-

· Define hierarchy H=9S=VIr: S is a criticalcuts.



A more useful view of cycle cut instances

· Define hierarchy H=9S=VIr: S is a criticalcuts.ne

fight cut thatdoes not
· It is a laminar family cross any other fightcut

- Topmost element of His VIr ·

- Bottommost elements are sing

· Sel is a cycle cut if

leton vertices in VIr.

⑱Gu(1) I51,2

(2) After contracting UIS and the
children of 5, resulting graph is a cycle - Hierarchy of critical cuts



A more useful view of cycle cut instances

· H=95=VIr:Sisacriticalant
· Sel is a cycle cut if Hierarchy of critical cuts

(1) I51,2 -Us
(2) After contracting UIS and the d.children of 5, resulting graph is a cycle -

fact. If G is a cycle cut instance, all cuts inthe hierarchy A cyclecut s
are cycle cuts (for any choice of r).

fact. If for some choiceof r, it consists only of cycle cuts, G is a cycle cut instance.



Illustration of Hierarchy
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To sum up,
a half-integral cycle cut instance of theTSP
is one where

①Solution x to subtour LP has yet 90,2,13 Fedges e

② All cuts in the hierarchy are cycle cuts.

All known hard instancesforthe -conjecture are half-integral cycle cut instances.



Our result is
...

An algorithm that outputs atourTwith
E[cost(T)]*2 Zcexe

for
any half-integral cycle cutinstance of theTSP.

*E over randomness in algorithm.
Can be derandomized.
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Our Approach
· Triangle inequality ->it sufficestofind EuleriantorT sit.cost(i).LP.

I

connected, every vertex even degre
·We'll construct a distribution of Euleriantours suchthateach edge e
is used at mostXe of thetime in expectation

·

sampling from this distribution givesthe result

· Workonthe hierarchy top-down
· Inductively specify the distribution of edges entering each cut
· Give rules for how to connect children given edges entering parent
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Simplifying assumptions:(1) Each Set has exactly 2 children

goto sets higher in the
I hierarchy I
&
8, -: Edgewith xe=D
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Proof Sketch

Simplifying assumptions:(1) Each Set has exactly 2 children,
goto sets higher in the

(2) Edges in S are "straight" I hierarchy I

goto sets higher in the
I hierarchy I ⑱
⑳S

- :Edgewith xe=

1 I



Proof Sketch
goto sets higher in the
I hierarchy I
& ~
8
-

8 - :Edgewith xe=D0
S

1 I
· For Eulerian tour, need to selectan even #

of edges entering each set
· Take 0, 1, or 2 copies of each edge
· Focus on edges with I copy and group by type



The Four States goto sets higher in the

- hierarchy I
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State1 *Blue edges represent
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Theserules induce a distribution over states for each child.

e.g. If parent is in state, children are in [state 1 up.Itate 3 up.I
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Markov chain mapping distribution of patterns on the parentto distribution onthe children.
* Being in a state means equally likelytobe in toppiture vs. bottom picture.



the Fixed Point

"Go

!*Y i
=(,).

a

*43

· Can checkthat states 1,2,3,4 use each edge it, lil of thetime, resp.
:
Under , each edge is used 11+Tc+4sty==Xe of thetime.

*It is fixed point even in the general case?



Algorithm Recap
· Algorithm inducts on the hierarchy top-down
· At top level, sample edges accordingto fixed point p=lia)

- State 1 wip.*, State 2wip., etc.
· For each cut in H, given its state, connect its children accordingtothe rules.
·

p is fixed point -> for every sett, Pr(Sisin statei] =P:
· Underp, each edge is used Xe of thetime (in expectation)
· Resulting set of edges is Eulerian, with expected cost=lexe
· Can be derandomized using method

of conditional expectations



FutureDirections

· 43 for cycle cut instances that are not half-integral?
· What about the degree cutcase?

*Degree cut =critical outthat is not a cycle cut.



Thankyou!

↑
On the market tinyorl.com/cyclecut

nextyear!
Happy to discuss more!
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Concluding Remarks
· Can sample from this distribution by going top-down
· Can derandomize using method of

conditional expectation

FutureDirections

· 43 for cycle cut instances that are not half-integral?
· What about the degree cutcase?

*Degree cut =critical outthat is not a cycle cut.



The Subtour LP is good inpractice A

table
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