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Abstract

Randomized experiments are widely used to estimate causal effects of proposed “treatments” in domains spanning across physical sciences, social sciences, medicine, and technology industries. However, classical approaches to experimental design rely on critical independence assumptions that are violated when the outcome of an individual a may be affected by the treatment of another individual b, referred to as network interference. Under such network interference, naively using popular estimators and randomized experimental designs can result in significant bias and loss of efficiency. We consider a heterogeneous linear outcomes model that can capture network interference that arises from spillover, peer effects, and contagion. Under this model, we characterize the limitations and possibilities for estimating the total treatment effect, average direct treatment effect, and average interference effect. Given access to average historical baseline measurements prior to the experiment, we propose simple estimators and randomized designs that output unbiased estimates with low variance for these three estimands. Furthermore, our solution and statistical guarantees do not require knowledge of the underlying network structure, and thus can be used for scenarios where the network is unknown and complex. We believe our results are poised to impact current randomized experimentation strategies due to its ease of interpretation and implementation, alongside its provable statistical guarantees under heterogeneous network effects.

1 Introduction

The measurement of treatment effects via randomized experiments is a fundamental tool used across all fields of scientific disciplines and beyond. For example, consider a public health campaign to increase public awareness of the importance of wearing masks during a global pandemic. The administrator in charge of running the public health campaign would like to determine which proposed banner ad would be most effective for displaying on a public billboard. In particular, the administrator would like to estimate the “total treatment effect”, i.e. the change in behavior of the population at large that results from viewing the proposed banner ad. The “total treatment effect” is a causal effect, as it described the change in behavior that is caused by the treatment. The experimental units in this example are the individuals in the population, and outcomes refer to some measurable behavior of individuals, such as whether an individual is wearing a mask or not at the grocery store.

The classical approach to estimating causal effects involves running a randomized experiment, where one randomly partitions the population into a treatment group and a control group. The
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treatment of interest is administered to each individual in the treatment group, and a placebo is administered to each individual in the control group. The causal effect is then approximated by the difference in measured outcomes or behaviors between the treatment and control groups after the treatment has been administered. This approach results in an efficient unbiased estimate for the desired causal effect under a critical assumption that the outcome of an individual is not affected by the treatment assignment of any other individual; this assumption is referred to in the literature as the Stable Unit Treatment Value Assumption (SUTVA) [12, 27, 23].

Unfortunately, SUTVA is violated in many applications, as individuals are connected in a complex social network that mediates communication, influence, or spread of disease, resulting in network interference that couple the outcomes of individuals. The treatment of individual A may impact the outcome of individual B, violating SUTVA and introducing significant bias to the estimates resulting from the classical experimental approach. As a result, we need new theory for experimental design which can account for these network interference effects, and yet are simple and practical to implement. Next we illustrate a few motivating scenarios.

**Example 1 (Social Media Platforms).** As humans are social creatures, we influence each other over a variety of different types of communication networks: mobile networks, social media platforms, email exchange networks, collaboration communities, etc. As a result, an experiment to measure the impact of an advertising campaign or a new platform feature may need to account for the social network interference effects that result from the treatment. For example, consider a social media platform such as LinkedIn, which would like to estimate the total treatment effect of a proposed change in the recommendation engine for a user’s news feed, with a goal of increasing user engagement. The change in engagement level of individual A as a result of being exposed to the proposed change could subsequently impact the engagement level of others in individual A’s social network, resulting in a positive or negative network effect.

**Example 2 (Targeted Public Health Campaigns).** Consider a public health campaign which seeks to educate individuals in the society about some health concern. As information is shared through relationships and common communities, the efficacy of a public health campaign could heavily depend on the interaction between the targeting mechanism and the underlying social network. For example, consider estimating the total treatment effect of a public health campaign to increase the use of masks in public during a pandemic. Suppose that individual A, a senior citizen, is shown the proposed banner ad, and thus decides to wear a mask in public. Individual A’s behavior could cause a positive network effect on their friends, who then decide to also wear a mask even though they did not see the original banner ad. In contrast, individual A’s behavior may have a negative effect on a teenager, who may think that wearing masks must be for the elderly and thus not “cool”.

**Example 3 (Vaccine Efficacy for Infectious Diseases).** Consider running a clinical trial to estimate the total treatment effect of a proposed vaccine for COVID-19, i.e. how much would the overall rate of cases contracted in the public at large decrease as a result of everyone receiving the vaccine. Since COVID-19 is transmitted via an underlying social contact network, the impact of individual A receiving the vaccine may not only reduce individual A’s chance of contracting the disease, but also may reduce the risk of exposure of other individuals in the connected to A in the network. This network effect is heterogeneous as the frequency of time individual A spends with others in its contact network may vary. An added complexity in this example is that the contact network is dynamic and often unobserved.
2 Preliminaries

Consider a population of \( n \) individuals. We denote the treatment vector by \( z = (z_1, z_2, \ldots, z_n) \in \{0, 1\}^n \), where \( z_i = 1 \) if individual \( i \) receives the treatment and \( z_i = 0 \) if individual \( i \) is in the control group. Let \( e_i \) denote the standard basis vector which takes value one at coordinate \( i \) and is zero everywhere else. The randomized design refers to the probability distribution governing how the treatment vector \( z \) is generated. \( Y_i(z) \) denotes the potential outcome of individual \( i \) in the event that treatment vector \( z \) is implemented. Only the outcomes for the implemented treatment vector \( z \) are observed, and thus all other “potential outcomes” that would result from other realizations of the treatment vector are unobserved. Under the Stable Unit Treatment Value Assumption, the potential outcome of individual \( i \) only depends on \( z_i \) and not on the treatment of any other individual \([12, 27, 23]\). Under this assumption, \( Y_i(z) = Y_i(z_i e_i) \) for all \( z \). In the presence of general arbitrary network interference, the outcome of individual \( i \) may depend on the full treatment vector.

There are a few different estimands that we may be interested in. The total treatment effect (TTE) is the difference between the average outcome if all individuals were treated and the average outcome if nobody were treated,

\[
\text{TTE} := \frac{1}{n} \sum_{i \in [n]} (Y_i(1) - Y_i(0))
\]

where \( 1 \) denotes the vector of all ones and \( 0 \) denotes the vector of all zeros. The total treatment effect is particularly relevant in scenarios in which a decision maker desires to use the outcome of the randomized experiment to determine whether to apply the treatment to the entire population at large, or to stay with the status quo. The average treatment effect (ATE), also referred to as the direct treatment effect, captures the change in outcomes of an average individual due to only itself being treated and not its neighbors,

\[
\text{ATE} := \frac{1}{n} \sum_{i \in [n]} (Y_i(e_i) - Y_i(0))
\]

The average interference effect (AIE), also referred to as the network interference or spillover effect, captures the change in outcomes of an average individual due to the network (excluding itself) being treated,

\[
\text{AIE} := \frac{1}{n} \sum_{i \in [n]} (Y_i(e_{[n] \setminus \{i\}}) - Y_i(0))
\]

The total treatment effect can be decomposed into a sum of the average (direct) treatment effect, the average (network) interference effect, and an interaction effect \([31]\). The interaction effect is nonzero in scenarios when the effect of interference on an individual may depend on whether the individual is treated or not. We will present results for all three estimators, with an emphasis on the direct treatment effect, captures the change in outcomes of an average individual due to only itself being treated and not its neighbors.

3 Related Literature

Some previous work has focused on estimating the average (direct) treatment effect \([7, 17, 29, 31, 19, 22]\), or testing for the presence of network interference \([1, 9, 3, 25, 28]\); these methods do not produce an estimate of the total treatment effect, which is significantly harder. A critical
challenge for estimating the total treatment effect is that we only observe \( \{Y_i(z)\}_{i \in [n]} \) for a single fixed treatment vector \( z \), which is not \( 1 \) or \( 0 \). As a result, we may not observe any of the terms in the expression of interest.

Under a fully general arbitrary interference model, it has been repeatedly shown that it is impossible to estimate any desired causal estimands as the model is not fully identifiable [23, 2, 6, 18]. As a result, there have been many proposed models that impose assumptions on exposure functions [23, 2, 36, 4, 20], interference neighborhoods [34, 5, 31, 8], parametric structure [33, 7, 10, 14, 13], or a combination of these. Each of these assumptions lead to different solution concepts. The art in choosing a good model is balancing the tension between strong assumptions which facilitate simple solutions, and weak assumptions which can more flexibly encompass real world applications. Additionally there have been studies showing that one must take caution in choosing model assumptions, as the results may be sensitive to model misspecification [2, 18]. In particular, a majority of these approaches rely on knowledge of a network mediating the interference effects, which is often not available in practice. While we do not have space to discuss all previously proposed models, we highlight a few of the most common models to highlight the strengths and weaknesses of each model and the existing results.

3.1 Partial Interference

Partial interference assumes that the population can be partitioned into disjoint groups, such that all network interference effects can only occur within but not across the pre-specified groups [30, 26, 16, 32, 21, 35, 8, 4]. Specifically, the outcome of individual \( i \) can only depend on the treatment of others in the same group as individual \( i \), and is independent from the treatment assignments of individuals in other groups. Under this assumption, we can randomize treatments over the groups jointly to assign groups to different treatment levels. This would allow us to observe the average outcomes on individuals that have differing fraction of the network treated, which can then be used to infer the impact of network effect on the outcomes.

In particular, if we are estimating the total treatment effect, we could assign each group to be either fully treated or fully control, where all individuals in the group are given the same treatment assignment. As a result, \( Y_i(z) = Y_i(1) \) for all \( i \) such that \( z_i = 1 \), and \( Y_i(z) = Y_i(0) \) for all \( i \) such that \( z_i = 0 \). Unfortunately, this approach does not extend when the network could be highly connected, limiting its use in practice. The bias of standard estimators will scale with the number of edges across clusters, leading to proposed cluster randomized designs that randomize over clusters that are constructed to minimize edges between clusters [14, 13].

3.2 Neighborhood Interference

Neighborhood interference assumes that an individual’s outcome can only depend on the treatment assignments of its direct neighbors in a known specified graph [34, 31]. This assumption guarantees that \( Y_i(z) = Y_i(1) \) for any individual in the treatment group whose neighbors are also all in the treatment group; we denote this set of individuals \( S_1(z) \). Similarly, \( Y_i(z) = Y_i(0) \) for any individual in the control group whose neighbors are also all in the control group; we denote this set \( S_0(z) \). A natural estimate for the total treatment effect is the difference in average outcomes between groups \( S_1(z) \) and \( S_0(z) \), or an inverse propensity weighted estimator when the probability of being in group \( S_1(z) \) or \( S_0(z) \) may vary across individuals [2]. Without further structure on the interference, one cannot use measurements from individuals not in either sets \( S_1(z) \) or \( S_0(z) \), as the relationship between \( Y_i(z) \) and \( Y_i(1) \) or \( Y_i(0) \) is unknown.
Under naïve randomized designs such as a Bernoulli design that assigns each individual independently to treatment with probability $p$ or control with probability $1 - p$, the variance of the inverse propensity weighted estimator will go to infinity with $n$ for well-connected networks such as the Erdos-Renyi graph with average degree larger than $\sqrt{n}$ [6]; this results from the fact that with high probability the sizes of sets $S_1(z)$ and $S_0(z)$ will be small for highly connected networks. As a result, [34] proposes a graph cluster randomized design that aims to jointly assign individuals and their neighbors to treatment or control in order to minimize variance. Unfortunately this requires detailed knowledge of the network, and constructing optimal clusters can be computationally expensive for non-trivial well-connected networks. As a result, this approach has not translated into practical solutions.

3.3 Linear Outcomes with few parameters

While the above models impose network-based conditions on the interference, an alternate approach is to impose parametric structure on the form of the potential outcomes. The most common assumption is that the potential outcomes are linear with respect to a specified statistic of the local neighborhood [33, 14, 7, 10, 24, 11]. For example, [10] assumes the outcome is linear in the fraction of treated neighbors, such that

$$Y_i(z) = \alpha + \beta z_i + \gamma \left( \frac{\sum_{k \in [n]} A_{ki} z_k}{\sum_{k \in [n]} A_{ki}} \right),$$

where $A$ is a known adjacency matrix representing edges in the network. Similarly, [24] assumes linearity with respect to the absolute number of treated neighbors. Threshold models also can be expressed with a linear model using indicator statistics. For example [14] assumes that network effects arise when at least $\theta$ neighbors are treated, where $\theta$ is assumed to be known,

$$Y_i(z) = \alpha + \beta z_i + \gamma \mathbb{I} \left( \sum_{k \in [n]} A_{ki} z_k \geq \theta \right).$$

One can extend these models to incorporate covariate types, such that the total number of unknown parameters is three times the number of different covariate types, assuming that each covariate type is associated to a set of parameters $\alpha, \beta, \gamma$.

What is characteristic of this approach is that the assumptions reduce the number of unknown parameters in the potential outcomes models to a fixed dimension that does not grow with the population size, reducing the inference task to linear regression. As a result, the natural solution is to use a least squares estimate, shifting the focus to constructing randomized designs that minimize the variance of the estimate. A limitation of this approach is that it requires the correct choice of the the statistic governing the linearity, and it requires precise knowledge of the network structure to compute these neighborhood statistics. Furthermore, it assumes knowledge of the relevant covariate types that differentiate individual responses, or otherwise assumes homogeneity in the effects.

4 Heterogeneous Linear Potential Outcomes Model

For the remainder of the paper, we will assume that the outcome of each individual is affected by an additive term for each treated individual in the population; most notably the network interference effects are allowed to be fully heterogenous for each pair of individuals. This is also referred to as the linear model in [13], the saturated structural linear model in [15], or the joint assumptions of additivity of main effects and interference effects as defined in [31]. The potential outcomes can be expressed by

$$Y_i(z) = \alpha_i + \beta_i z_i + \sum_{k \in [n]} \gamma_{ki} z_k,$$
where $\alpha_i$ represents the individual baseline, $\beta_i$ represents the individual direct treatment effect, and $\gamma_{ki}$ represents the additive network interference effect over the directed pair $(k, i)$. We will use $\mathcal{E}$ to denote the set of pairs $(k, i)$ for which $\gamma_{ki} \neq 0$. Without imposing constraints on the sparsity of $\mathcal{E}$, $|\mathcal{E}|$ could be as large as $n(n-1)$, such that the total number of parameters in this model can be as large as $n + n^2$. This heterogeneous model is much more expressive than fixed parameter models as it allows for individualized effects for each individual and potential edge in the network.

This model can capture network interference that arises from spillover, peer effects, and contagion. Spillover refers to the interference that arises from individual $j$’s treatment affecting individual $i$’s outcome. Typically the spillover effect is assumed to be mediated by the network, such that $\gamma_{ji}$ is non-zero only if $(j, i)$ is an edge in the network. By relaxing constraints on the sparsity of the $\gamma_{ki}$ parameters, the heterogeneous linear outcomes model can also capture long-range spillover effects mediated by multi-hop paths in the network.

Contagion or peer effects refer to interference that arises from individual $j$’s outcome affecting individual $i$’s outcome. When the contagion effect is linear, then this translates into long-range interference effects over multi-hop paths in the network. For example, consider a path $\ell \rightarrow k \rightarrow j \rightarrow i$ in the network. Under contagion, individual $\ell$’s treatment affects individual $\ell$’s outcome, which subsequently affects individual $k$’s outcome, which subsequently affects individual $j$’s outcome, which then affects individual $i$’s outcome, as described by

$$Y_i(z) = a_i + b_i z_i + \sum_{k \in [n]} c_{ki} Y_k(z).$$

The potential outcomes model can be derived by solving a system of linear equations for the outcomes vector given an assigned treatment vector, which results in the following potential outcomes model

$$Y(z) = (I - C)^{-1} a + \sum_{t=0}^{\infty} C^t \cdot \text{diag}(b) \cdot z,$$

where $C$ is a matrix with the $(k, i)$-th entry equal to $c_{ki}$, $\text{diag}(b)$ is a diagonal matrix with diagonal entries taking values from $b$, and $a$ and $b$ are vectors corresponding to the parameters $\{a_i\}_{i \in [n]}$
and \( \{b_i\}_{i \in [n]} \). Written in this form, we can verify that the potential outcomes could be described via a heterogeneous linear outcomes model with dense network effects [13, 15].

As there are more unknown model parameters than measurements, we cannot hope to identify the model via regression, and thus a randomized experimental design will be critical to any solution. Previous attempts at causal inference under this model either involve complicated network dependent randomized designs [13], incur potentially high network-dependent biases [13], or impose Bayesian priors on the unknown parameters that reduce the statistical estimation task to again estimating a model with a fixed number of parameters [33, 7].

Scenarios that violate linearity include when network effects saturate after a certain number of neighbors are treated, are sublinear in the number of treated neighbors, or are only present after a minimum number of neighbors are treated.

5 Summary of Results

Our results focus on estimating the TTE, ATE, and AIE under the heterogeneous linear outcomes model, which is significantly more expressive than fixed parameter models or sparse neighborhood interference models. Under our model, each of these estimands scale linearly in the fraction of treated individuals; our approach exploits this linearity for a simple and efficient solution. We believe this combination of a practical solution with a flexible model positions our results to have impact in the broader scientific community.

The primary research question is: Is there a simple and efficient approach to estimate causal effects in the presence of network effects without critically relying on knowledge of the network structure or restrictive network properties? While this has previously remained elusive, our results provide a clear and simple answer, including both a negative scenario in which there can be no simple solution, and a positive scenario in which we outline a simple efficient solution which can easily translate into practice.

First, we show that in the presence of additive network effects, any individually weighted linear estimator for the total treatment effect (TTE) is necessarily biased unless the network can be perfectly partitioned into small disjoint subsets with no interfering edges. Furthermore, this bias can be large depending on the relative magnitude of the network effects. Similarly, we show that any linear estimator for the average interference effect (AIE) is necessarily biased as well. On the other hand the difference in means estimator is an unbiased estimate for the average treatment effect (ATE) for any network under Bernoulli randomization. This negative result suggests that the linearity arising from the additive model is not sufficient in itself to admit simple solutions. The primary reason is that it is difficult for simple estimators to distinguish between the response due to baseline values \( \{\alpha_i\}_{i \in [n]} \) as opposed to network effects \( \{\gamma_{ji}\}_{(j,i) \in E} \).

Second, we consider the scenario when we have access to an estimate of the average individual baselines; in practice this could be constructed from historical data or pilot studies. Given baseline estimates, we present simple estimators for TTE, ATE, and AIE, which are unbiased for any randomized design satisfying symmetry conditions in the treatment assignments of individuals and their neighbors. In particular these symmetry conditions are satisfied by completely randomized design and Bernoulli randomization. These estimators are extremely easy to compute, and neither the randomized designs nor the estimate themselves require knowledge of the underlying network, which is often not available in practice.

Third, we show that our proposed approach has low variance under a simple completely randomized design. In particular, the estimator for total treatment effect is consistent as long as the fraction of treated individuals is asymptotically larger than \( d_{\text{max}}^2/n \), where \( d_{\text{max}} \) is the maxi-
imum out-degree of any individual in the network, i.e. the maximum influence of any individual in the network. Furthermore, we provide analytical expression for the variance of our estimator under commonly used randomized designs, including completely randomized and cluster randomized design, as well as uniform and varying saturation designs. These variance expressions provide insight for designing randomized designs that minimize variance by matching individuals based on estimated network influence.

6 Linear Estimators not Sufficient for Unbiased Estimators

Assuming heterogeneous linear network effects implies that the total treatment effect scales linearly in the number of treated individuals. A natural question is whether this linearity is sufficient to admit simple unbiased estimators for the causal estimands of interest. In this section we provide some results in the negative by considering the restricted class of individually weighted linear estimators. These estimators have the form

\[ \hat{\text{est}}(\mathbf{w}, \mathbf{v}) = \sum_{i \in [n]} (w_i z_i + v_i (1 - z_i)) Y_i(z), \]

where the weights \( \mathbf{w} = (w_1, w_2, \ldots, w_n) \) and \( \mathbf{v} = (v_1, v_2, \ldots, v_n) \) are deterministic and not a function of the treatment \( z \). Most notably, the weight \( w_i \) or \( v_i \) are only selected based on whether individual \( i \) is treated or not, and does not depend on the treatment configuration of its neighbors. This limitation keeps the estimator simple to compute, and furthermore helps us focus on the question of whether there exists a solution that does not require knowledge of the network.

Linear estimators are often used in practice due to their simplicity, and the restricted class of individually weighted linear estimators has an added benefit of not requiring network knowledge and furthermore encompassing many commonly used estimators. For example the simple Horvitz-Thompson inverse propensity score weighted estimator sets \( w_i = 1/\left(n \mathbb{E}[z_i]\right) \) and \( v_i = 1/\left(n \mathbb{E}[1 - z_i]\right) \). The difference in means estimator sets \( w_i = 1/\sum_{j \in n} z_j \) and \( v_i = 1/\sum_{j \in n} (1 - z_j) \), which can be approximated by deterministic quantities \( n/\mathbb{E}[\sum_{j \in n} z_j] \) and \( n/\mathbb{E}[\sum_{j \in n} (1 - z_j)] \) when \( n \) is large.

6.1 Total Treatment Effect

Recall that the total treatment effect (TTE) measures the difference in average outcomes if all individuals were treated versus if nobody were treated. Under the heterogeneous linear outcomes model, it is equal to

\[ \text{TTE} = \frac{1}{n} \sum_{i \in [n]} (\beta_i + \sum_{k \in [n]} \gamma_{ki}). \]

**Theorem 4.** Under heterogeneous linear network effects, any unbiased individually weighted linear estimator for total treatment effect must have the form

\[ \hat{TTE} = \frac{1}{n} \sum_{i \in [n]} \left( \frac{z_i}{\mathbb{E}[z_i]} - \frac{1 - z_i}{\mathbb{E}[1 - z_i]} \right) Y_i(z), \]

and the randomized design must satisfy \( \mathbb{P}(z_k = z_i) = 1 \) for all \( (k, i) \in \mathcal{E} \). As a result, there does not exist an unbiased linear estimator for the total treatment effect if the network is fully connected.

**Proof.** Under the heterogeneous linear network effects model, an individually weighted linear estimator takes the value

\[ \hat{\text{est}}(\mathbf{w}, \mathbf{v}) = \sum_{i \in [n]} (w_i z_i + v_i (1 - z_i)) Y_i(z), \]
As a result, combining this with the first set of constraints for the baselines imply that \( v \) results in the following \( 2n \) of the parameters, difficult to satisfy. We can rewrite the third set of constraints as

\[
E[\hat{\text{est}}(w, v)] = \frac{1}{n} \sum_{i \in [n]} \beta_i + \frac{1}{n} \sum_{(k,i) \in E} \gamma_{ki}
\]

This requirement results in the following \( 2n + |E| \) constraints, which arise from matching coefficients for each of the parameters,

- \( \alpha \): for all \( i \in [n] \), \( w_i E[z_i] + v_i E[1 - z_i] = 0 \),
- \( \beta \): for all \( i \in [n] \), \( w_i E[z_i] = \frac{1}{n} \),
- \( \gamma \): for all \( (k,i) \in E \), \( w_i E[z_i z_k] + v_i E[(1 - z_i) z_k] = \frac{1}{n} \).

The second set of constraints for the direct treatment effects imply that the weights \( w_i = 1/(nE[z_i]) \). As a result, combining this with the first set of constraints for the baselines imply that \( v_i = -1/(nE[1 - z_i]) \). After fixing the values of all the weights \( w, v \), the third set of constraints become difficult to satisfy. We can rewrite the third set of constraints as

\[
w_i E[z_i] P(z_k = 1|z_i = 1) + v_i E[1 - z_i] P(z_k = 1|z_i = 0) = \frac{1}{n},
\]

for all \( (k,i) \in E \). Most notably, it is a linear combination of the two terms that show up in the first and second set of constraints, multiplied by probabilities that must be in \([0,1]\). By plugging in the values for \( w_i \) and \( v_i \) that arise from the first two constraints, it follows that the third constraint is only satisfied when \( P(z_k = 1|z_i = 1) = 1 \) and \( P(z_k = 1|z_i = 0) = 0 \) for all \( (k,i) \in E \). This is equivalent to requiring that the randomized design always assigns connected individuals to the same treatment, i.e. \( P(z_k = z_i) = 1 \) for all \( (k,i) \in E \). \( \square \)

The constraint on the randomized design implies that every pair of connected individuals in the population must be either both treated or both in control. This restricts the valid randomized designs to a cluster randomized design where the clusters are defined by the connected components of the graph. Theorem 4 highlights that the imposed structure from heterogeneous linear network effects is insufficient to remove the complex dependence on the network. Even under linearity, we still need to deal with either imposing strong assumptions on the connectivity structure of the network, or we will need to use more complex estimators that utilize knowledge of the network, bringing us back to the same challenges present in the fully general model.

When the conditions for unbiasedness are not satisfied, the bias of the above simple estimator will scale with the average network effect across the edges between the treated and control groups, given by the expression

\[
E[\hat{TTE}] - TTE = \frac{1}{n} \sum_{(k,i) \in E} \left( \frac{\text{Cov}[z_i, z_k]}{\text{Var}[z_i]} - 1 \right) \gamma_{ki}.
\]

If the randomized design enforces high correlation across pairs of connected individuals in the network, then \( E[\hat{TTE}] \) is close in expectation to the total treatment effect. If the design enforces independence of treatments across edges in the network, then \( E[\hat{TTE}] \) only captures the direct treatment effects and not the network effects.

The restrictive unbiasedness conditions result from the fact that it is difficult to set the coefficient for the baseline parameters to 0 while maintaining that the coefficients on the network effects are \( 1/n \), as the expressions for both are very similar. Essentially, it is difficult for the model to distinguish between the effects arising from individual baselines as opposed to the ambient network effects from treated neighbors. Given this insight, in the next section we consider the scenario where we have access to estimates of the average individual baselines.
6.2 Average Treatment Effect

Recall that the average treatment effect (ATE), also referred to as the direct treatment effect, measures the average difference in outcomes for individuals that is caused only by their own treatments, not including any network effects. Under the heterogeneous linear outcomes model, it is equal to

\[
\text{ATE} = \frac{1}{n} \sum_{i \in [n]} \beta_i.
\]

**Theorem 5.** under heterogeneous linear network effects, any unbiased individually weighted linear estimator for average treatment effect must have the form

\[
\hat{\text{ATE}} = \frac{1}{n} \sum_{i \in [n]} \left( \frac{z_i}{E[z_i]} - \frac{1 - z_i}{E[1 - z_i]} \right) Y_i(z),
\]

and the randomized design must satisfy \( z_k \perp z_i \) for all \((k, i) \in \mathcal{E} \).

**Proof.** Under the heterogeneous linear network effects model, an individually weighted linear estimator takes the value

\[
\hat{\text{est}}(w, v) = \sum_{i \in [n]} (w_i z_i + v_i (1 - z_i)) \alpha_i + \sum_{i \in [n]} w_i z_i \beta_i
\]

\[
+ \sum_{(k,i) \in \mathcal{E}} (w_i z_i + v_i (1 - z_i)) z_k \gamma_{ki}.
\]

This is unbiased for the average treatment effect only if \( E[\hat{\text{est}}(w, v)] = \frac{1}{n} \sum_{i \in [n]} \beta_i \) is satisfied for any configuration of \( \{\alpha_i\}_{i \in [n]}, \{\beta_i\}_{i \in [n]}, \) and \( \{\gamma_{ki}\}_{(k,i) \in \mathcal{E}} \). This requirement results in the following \( 2n + |\mathcal{E}| \) constraints, which arise from matching coefficients for each of the parameters,

- \( \alpha \): for all \( i \in [n] \), \( w_i E[z_i] + v_i E[1 - z_i] = 0 \),
- \( \beta \): for all \( i \in [n] \), \( w_i E[z_i] = \frac{1}{n} \),
- \( \gamma \): for all \( (k, i) \in \mathcal{E} \), \( w_i E[z_i z_k] + v_i E[(1 - z_i) z_k] = 0 \).

Solving for the weights given the first two constraints results in

\[
w_i = \frac{1}{n} E[z_i] \quad \text{and} \quad v_i = -\frac{1}{n E[1 - z_i]}.
\]

By plugging in these values of \( w_i \) and \( v_i \) into the third set of constraints arising from \( \gamma \), it follows that we must satisfy

\[
\frac{E[z_i z_k]}{n E[z_i]} - \frac{E[(1 - z_i) z_k]}{n E[1 - z_i]} = \frac{P(z_k = 1|z_i = 1)}{n} - \frac{P(z_k = 1|z_i = 0)}{n} = 0,
\]

which implies that \( P(z_k = 1|z_i = 1) = P(z_k = 1|z_i = 0) \) such that \( z_k \perp z_i \) for all \((k, i) \in \mathcal{E} \). \( \square \)

This independence constraint on the randomized design is quite restrictive, yet is easily satisfied by simple Bernoulli randomization. Although many other randomizations may not satisfy independence, if they are “almost” independent, for example in completely randomized design with a large population, then the bias will still be small.

**Corollary 6.** Under heterogeneous linear network effects, the Horvitz-Thompson estimator with Bernoulli randomization is an unbiased estimator for the average treatment effect, even when the interference effects are fully dense.

**Proof.** This follows from the fact that by definition of Bernoulli randomization, \( z_k \perp z_i \) for all \( i \neq k \). \( \square \)
6.3 Average Interference Effect

Recall that the average interference effect (AIE), also referred to as the network interference effect, measures the average difference in outcomes of individuals that is caused only due to network effects but not their own direct treatment effects. Under the heterogeneous linear outcomes model, it is equal to

\[
\text{AIE} = \frac{1}{n} \sum_{(k,i) \in \mathcal{E}} \gamma_{ki}.
\]

**Theorem 7.** Under heterogeneous linear network effects, there does not exist an unbiased individually weighted linear estimator for the average interference effect.

**Proof.** Under the heterogeneous linear network effects model, an individually weighted linear estimator is unbiased for the average interference effect only if

\[
E[\hat{\text{est}}(w, v)] = \frac{1}{n} \sum_{(k,i) \in \mathcal{E}} \gamma_{ki}
\]

is satisfied for any configuration of \( \{\alpha_i\}_{i \in [n]}, \{\beta_i\}_{i \in [n]}, \) and \( \{\gamma_{ki}\}_{(k,i) \in \mathcal{E}} \). This requirement results in the following \( 2n + |\mathcal{E}| \) constraints, which arise from matching coefficients for each of the parameters,

- \( \alpha \): for all \( i \in [n], \) \( w_i E[z_i] + v_i E[1 - z_i] = 0, \)
- \( \beta \): for all \( i \in [n], \) \( w_i E[z_i] = 0, \)
- \( \gamma \): for all \( (k,i) \in \mathcal{E}, \) \( w_i E[z_i z_k] + v_i E[(1 - z_i) z_k] = \frac{1}{n}. \)

The first two constraints together require that the weights are all zero, i.e. \( w_i = 0 \) and \( v_i = 0. \) However, with zero weights it is impossible to satisfy the constraint arising from \( \gamma. \)

6.4 Discussion

By comparing Corollary 6 with Theorem 4 and Theorem 7, we can see that the average treatment effect is easier to estimate, as there exists a simple estimator that leads to an unbiased estimator for ATE under Bernoulli randomization. In contrast, the existence of an unbiased estimator for the TTE depends on restrictive properties of the network, and there does not exist an unbiased individually weighted linear estimator for the AIE in the heterogeneous linear outcomes model.

Theorems 4 and 5 show that the only unbiased individually weighted linear estimator for the total treatment effect and average treatment effect is the Horvitz-Thompson inverse propensity estimator, which takes the form

\[
\hat{\text{est}}_{HT} = \sum_i z_i Y_i(z) - \frac{1}{n} \sum_i (1 - z_i) Y_i(z).
\]

This uniqueness results from satisfying unbiasedness constraints arising from the \( \alpha \) and \( \beta \) parameters. The additional constraints on the randomized design are also very limiting. In a setting where one does not have much control over the randomization due to regulatory policies, then the bias of the Horvitz-Thompson estimator could be estimated as a function of the randomized design. In particular, the expected value of the Horvitz-Thompson estimator is given by

\[
E[\hat{\text{est}}_{HT}] = \frac{1}{n} \sum_{i \in [n]} \beta_i + \frac{1}{n} \sum_{(k,i) \in \mathcal{E}} \left( \frac{\text{Cov}[z_i, z_k]}{\text{Var}[z_i]} \right) \gamma_{ki}.
\]

If the randomized design enforces high correlation across pairs of connected individuals in the network, then the estimator is closer to the TTE. If the design enforces independence of treatments across edges in the network, then the estimator is closer to the ATE.

For practitioners, one can design a randomized design as a function of the graph to adjust the Horvitz-Thompson estimator to approximate either the TTE or ATE as desired. If the treatment
across edges is highly correlated such that endpoints of most edges are either both treated or both control, then the estimator will approximate the TTE. Unfortunately, given the connectivity of the graph and fraction of treated units, it may not even be possible to implement such a randomized design, in which case one should keep in mind that the bias may be proportional to the edges for which the endpoints have different treatments. If the treatment of pairs of units sharing an edge is nearly independent, then the estimator will approximate the ATE. Since there are simple randomizations (CRD and Bernoulli) which can implement near independence across all pairs, it is not difficult to extend previous estimators for the ATE in presence of network interference effects.

6.5 Partially Heterogeneous Model Parameters

The above results arise from assuming a worst case full heterogeneity of the model parameters which imposes $2n + |E|$ constraints for an unbiased estimator. If in reality we knew that there were clusters of parameters which took the same value, e.g. assuming that the parameters were related to known covariate structure amongst the units, then the number of constraints would reduce significantly. For example, consider a model in which each unit $i$ is associated to a covariate type $r_i \in [m]$, such that $\alpha_i = a_{r_i}$, $\beta_i = b_{r_i}$, and $\gamma_{ji} = g_{r_i,r_j}$. The space of model parameters reduces to a $m$-dimensional vector $a$, a $m$-dimensional vector $b$, and a $m \times m$-dimensional matrix $g$. In this reduced model there are only $2m + m^2$ constraints on an unbiased estimator. If $2m + m^2$ is smaller than $2n$, there may be multiple choices of weight vectors that would satisfy the unbiasedness constraints, potentially resolving the negative result presented in the fully heterogeneous setting.

If we however restrict ourselves to a setting in which the weights given to units in the estimator is equal for all individuals of the same covariate type, and if we restrict to “fair” randomized designs in the sense that sets of units with same covariate types should have the same treatment probability distributions, then we reduce the flexibility of the class of estimators such that we recover the previous impossibility results.

7 Simple Unbiased Estimators given Prior Baseline Data

In practice there are many applications in which we do have access to additional information from historical data or pilot studies that could be used to construct estimates of the average baseline $\frac{1}{n} \sum_{i \in [n]} Y_i(0) = \frac{1}{n} \sum_{i \in [n]} \alpha_i$. For example, a social media platform such as LinkedIn is constantly monitoring the engagement level of its users, such that it always has access to the current status quo baselines at an individual level before deploying randomized trials for a newly proposed feature. As another example, a pharmaceutical company could use reported data from state and national level public health departments to estimate the average baseline rates of contracting COVID-19 before beginning its clinical trials. Even when historical data may not be available, it is typically easy to conduct small scale surveys to estimate the baseline outcome levels before beginning the randomized experiment. The only required condition is that the data is collected before the experiment begins such that no one has yet received the treatment; as such the measurements will accurately reflect the baseline as there will be no network effects. We will show that this commonly available data can be used to significantly simplify the estimation of causal effects in the presence of heterogeneous linear network effects.

Let’s first assume that we have access to the full individual baselines; it follows naturally to then subtract the baseline $\alpha_i$ from the measurement $Y_i(z)$ to remove all contributions of the baseline effects from the linear estimator, resulting in

$$\hat{e}_{\text{est}}(w, v) = \sum_{i \in [n]} (w_i z_i + v_i (1 - z_i)) (Y_i(z) - \alpha_i).$$
To characterize conditions for unbiased linear estimators, we use the same approach of equating the coefficients of the direct effects and the network effects between the expected value of this estimator and the total treatment effect. Subtracting out the baselines removes the set of constraints for unbiasedness associated to the baseline parameters, leaving us with \( n + |\mathcal{E}| \) constraints. While this is still significantly more than the number of measurements, it turns out that there are still many reasonable randomized designs under which we are able to satisfy these constraints.

### 7.1 Total Treatment Effect

Theorem 8 presents the necessary conditions for unbiased linear estimators for total treatment effect given baseline estimates.

**Theorem 8.** For any randomized design such that \( \frac{P(z_k=0 \mid z_i=1)}{P(z_k=1 \mid z_i=0)} = \rho_i \) for all \( (k,i) \in \mathcal{E} \) for some values of \( \{\rho_i\}_{i \in [n]} \), the following simple estimator

\[
\hat{TTE}_\alpha = \frac{1}{n} \sum_{i \in [n]} \left( \frac{z_i}{E[z_i]} - \frac{(1 - z_i)\rho_i}{E[1 - z_i]} \right) (Y_i(z) - \alpha_i),
\]

produces an unbiased estimate for the total treatment effect under heterogeneous linear network effects.

**Proof.** After subtracting out the baseline parameters, the constraints for unbiasedness reduce to

- \( \beta \): for all \( i \in [n] \), \( w_i E[z_i] = \frac{1}{n} \),
- \( \gamma \): for all \( (k, i) \in \mathcal{E} \), \( w_i E[z_i z_k] + v_i E[(1 - z_i)z_k] = \frac{1}{n} \).

Satisfying the constraints arising from \( \beta \) and \( \gamma \) results in

\[
w_i = \frac{1}{n E[z_i]} \quad \text{and} \quad v_i = \frac{E[z_i (1 - z_k)]}{n E[z_i] E[(1 - z_i)z_k]} \quad \text{for all} \ (k, i) \in \mathcal{E}.
\]

In order to ensure that such a valid \( v_i \) exists, we would need that \( \frac{P(z_k=0 \mid z_i=1)}{P(z_k=1 \mid z_i=0)} = \rho_i \) for all \( (k, i) \in \mathcal{E} \). Under this condition,

\[
\frac{E[z_i (1 - z_k)]}{E[z_i] E[(1 - z_i)z_k]} = \frac{E[z_i] P(z_k = 0 \mid z_i = 1)}{E[z_i] E[(1 - z_i)] P(z_k = 1 \mid z_i = 0)} = \frac{\rho_i}{E[(1 - z_i)]}.
\]

The condition on the randomization is equivalent to imposing that

\[
\frac{E[z_i (1 - z_k)]}{E[(1 - z_i)z_k]} = \frac{E[z_i (1 - z_j)]}{E[(1 - z_i)z_j]}
\]

for all triplets \( (i,j,k) \) such that \( (k,i) \in \mathcal{E} \) and \( (j,i) \in \mathcal{E} \). Essentially this boils down to symmetry conditions on the second moments of the treatment vector across edges in the network. Such a symmetry condition would be satisfied by ensuring that for all \( i \), the neighbors that influence \( i \) are treated equally in the distribution of the assigned treatments. A sufficient condition to satisfy this symmetry is to impose that the marginals are equal across edges, i.e. \( E[z_i] = E[z_k] \) for all \( (k,i) \in \mathcal{E} \). This is an easy condition to satisfy, and leads to a simplified result as stated below.

**Corollary 9.** For any randomized design such that \( E[z_i] = E[z_k] \) for all \( (k,i) \in \mathcal{E} \), the following simple estimator

\[
\hat{TTE}_\alpha = \frac{1}{n} \sum_{i \in [n]} \frac{Y_i(z) - \alpha_i}{E[z_i]}
\]
produces an unbiased estimate for the total treatment effect under heterogeneous linear network effects. When $\mathbb{E}[z_i] = p$ for all $i \in [n]$, the estimator further simplifies to
\[
\hat{TTE}_{-\alpha} = \frac{1}{p} \left( \frac{1}{n} \sum_{i \in [n]} Y_i(z) - \frac{1}{n} \sum_{i \in [n]} \alpha_i \right).
\]

**Proof.** First we can verify that if $\mathbb{E}[z_i] = \mathbb{E}[z_k]$, then
\[
\frac{\mathbb{P}(z_k = 0 \mid z_i = 1)}{\mathbb{P}(z_k = 1 \mid z_i = 0)} = \frac{\mathbb{E}[z_i(1 - z_k)]\mathbb{E}[1 - z_i]}{\mathbb{E}[z_i]\mathbb{E}[z_k(1 - z_i)]} = \frac{(\mathbb{E}[z_i] - \mathbb{E}[z_i z_k])\mathbb{E}[1 - z_i]}{\mathbb{E}[z_i]((\mathbb{E}[z_k] - \mathbb{E}[z_k z_i])} = \frac{\mathbb{E}[1 - z_i]}{\mathbb{E}[z_i]} =: \rho_i.
\]
The estimator then results from plugging in the expression for $\rho_i$ into the estimator defined in Theorem 8. When $\mathbb{E}[z_i] = p$, rearranging the expression then results in the simplified form
\[
\hat{TTE}_{-\alpha} = \frac{1}{p} \left( \frac{1}{n} \sum_{i \in [n]} Y_i(z) - \frac{1}{n} \sum_{i \in [n]} \alpha_i \right),
\]
highlighting that the only knowledge of the baseline parameters needed is the population average baseline.

When the marginal treatment probability is equal for all individuals, i.e. $\mathbb{E}[z_i] = p$ for all $i \in [n]$, the resulting estimator in fact only needs knowledge of the average population baselines rather than individual baseline parameters. While there are a few settings for which individual baseline parameters are observed from historical data, such as experimentation on social media platforms, data of such granularity is not realistic in general. On the other hand, having access an accurate estimate of the average population wide baselines is realistic for a broad variety of applications across public health and social sciences, as the population wide statistic could be estimated from small scale pilot studies.

Many simple classical randomized designs satisfy the property that all individuals have an equal marginal probability of treatment, in particular, this includes completely randomized design, which assigns a $p$ fraction of individuals uniformly at random from the population to the treatment group. An important property is that *neither our estimator nor the appropriate randomized designs need to have knowledge of the underlying network.* In fact, all previously proposed solutions required knowledge of the network either for the randomized design or to compute the estimator. In applications where the network is not fully observed, our proposed estimators will still output in an unbiased estimate for the total treatment effect with simple randomizations that can be implemented without knowledge of the underlying network. This provides positive guarantees for settings in which the randomization may be limited due to regulatory policies or lack of precise network information.

### 7.2 Average Treatment Effect

Theorem 10 presents the necessary conditions for unbiased linear estimators for average treatment effect given baseline estimates.

**Theorem 10.** For any randomized design such that $\mathbb{P}(z_i = 1 \mid z_k = 1) = \rho_i$ for all $(k, i) \in \mathcal{E}$ for some values of $\{\rho_i\}_{i \in [n]}$, the following simple estimator
\[
\hat{ATE}_{-\alpha} = \frac{1}{n} \sum_{i \in [n]} \left( \frac{z_i}{\mathbb{E}[z_i]} - \frac{(1 - z_i)\rho_i}{\mathbb{E}[z_i](1 - \rho_i)} \right) (Y_i(z) - \alpha_i),
\]
produces an unbiased estimate for the average treatment effect under heterogeneous linear network effects.

The condition that $\mathbb{P}(z_i = 1|z_k = 1) = \rho_i$ for all $(k, i) \in \mathcal{E}$ imposes symmetry in the randomized assignment amongst the neighbors of an individual. Completely randomized design or bernoulli randomization would satisfy this constraint. Alternatively a cluster based randomization would satisfy this constraint if the neighbors of a unit had equal chance of being assigned to the same versus different cluster.

**Proof.** After subtracting out the baseline parameters, the constraints for unbiasedness reduce to

- $\beta$: for all $i \in [n]$, $w_i \mathbb{E}[z_i] = \frac{1}{n}$;
- $\gamma$: for all $(k, i) \in \mathcal{E}$, $w_i \mathbb{E}[z_i z_k] + v_i \mathbb{E}[(1 - z_i) z_k] = 0$.

Satisfying the constraints arising from $\beta$ and $\gamma$ results in $w_i = \frac{1}{n \mathbb{E}[z_i]}$ and $v_i = -\frac{\mathbb{E}[z_i z_k]}{n \mathbb{E}[z_i] \mathbb{E}[(1 - z_i) z_k]}$ for all $(k, i) \in \mathcal{E}$.

In order to ensure that such a valid $v_i$ exists, we would need that there exists values $\rho_i$ such that $\mathbb{P}(z_i = 1|z_k = 1) = \rho_i$ for all $(k, i) \in \mathcal{E}$. Under this condition, $
abla \mathbb{E}[z_i z_k] = \frac{\mathbb{E}[z_i]}{\mathbb{E}[(1 - z_i) z_k]} \cdot \mathbb{E}[z_i](1 - \rho_i)$.

Under completely randomized design with a budget of treating $p$ fraction of the population, $\mathbb{E}[z_i] = p$ and $\rho_i = \frac{pn - 1}{n - 1}$ for all $i \in [n]$. As a result,

$$\widehat{\text{ATE}}_{-\alpha} = \frac{1}{n} \sum_{i \in [n]} \left( \frac{z_i(n - 1) - pn + 1}{(1 - p)pn^2} \right) Y_i(z) - \frac{(n - 1)}{n(1 - p)} \left( \frac{1}{pn} \sum_{i \in [n]} z_i \alpha_i \right) + \frac{pn - 1}{(1 - p)pn} \left( \frac{1}{n} \sum_{i \in [n]} \alpha_i \right).$$

Furthermore, for large enough $n$ the empirical average baseline of the treated individuals would be similar to the population average baseline, such that this estimator could be computed using the population baseline estimates by

$$\widehat{\text{ATE}}_{-\alpha} \approx \frac{1}{n} \sum_{i \in [n]} \left( \frac{z_i(n - 1) - pn + 1}{(1 - p)pn^2} \right) Y_i(z) - \frac{1}{pn^2} \sum_{i \in [n]} \alpha_i.$$

### 7.3 Average Interference Effect

Theorem 11 presents the necessary conditions for unbiased linear estimators for average interference effect given baseline estimates.

**Theorem 11.** For any randomized design such that $\mathbb{P}(z_k = 1|z_i = 0) = \rho_i$ for all $(k, i) \in \mathcal{E}$ for some values of $\{\rho_i\}_{i \in [n]}$, the following simple estimator

$$\widehat{\text{AIE}}_{-\alpha} = \frac{1}{n} \sum_{i \in [n]} \frac{(1 - z_i)}{\rho_i \mathbb{E}[1 - z_i]} (Y_i(z) - \alpha_i),$$

produces an unbiased estimate for the average interference effect under heterogeneous linear network effects.
Proof. After subtracting out the baseline parameters, the constraints for unbiasedness reduce to

- \( \beta \): for all \( i \in [n] \), \( w_i \mathbb{E}[z_i] = 0 \),
- \( \gamma \): for all \((k, i) \in \mathcal{E} \), \( w_i \mathbb{E}[z_iz_k] + v_i \mathbb{E}[(1 - z_i)z_k] = \frac{1}{n} \).

Satisfying the constraints arising from \( \beta \) and \( \gamma \) results in

\[
\begin{align*}
w_i &= 0 \quad \text{and} \quad v_i = \frac{1}{n \mathbb{E}[(1 - z_i)z_k]} \quad \text{for all} \quad (k, i) \in \mathcal{E}.
\end{align*}
\]

In order to ensure that such a valid \( v_i \) exists, we would need that there exists some value \( \rho_i \) for which \( \mathbb{P}(z_k = 1|z_i = 0) = \rho_i \) for all \((k, i) \in \mathcal{E} \). Under this condition,

\[
\mathbb{E}[(1 - z_i)z_k] = \rho_i \mathbb{E}[1 - z_i].
\]

The condition that \( \mathbb{P}(z_k = 1|z_i = 0) = \rho_i \) for all \((k, i) \in \mathcal{E} \) imposes symmetry in the randomized assignment amongst the neighbors of an individual. Completely randomized design or bernoulli randomization would satisfy this constraint. Alternatively a cluster based randomization would satisfy this constraint if the cluster assignments were also randomized, and neighbors of a unit had equal chance of being assigned to the same versus different cluster.

Under completely randomized design with a budget of treating \( p \) fraction of the population, \( \mathbb{E}[z_i] = p \) and \( \rho_i = \frac{pm}{n-1} \) for all \( i \in [n] \). Furthermore, for large enough \( n \) the empirical average baseline of the treated individuals would be similar to the population average baseline, such that this estimator could be computed using the population baseline estimates by

\[
\hat{\text{AIE}}_\alpha = \frac{n-1}{(1-p)pm^2} \sum_{i \in [n]} (1 - z_i)Y_i(z) - \frac{n-1}{(1-p)pm^2} \sum_{i \in [n]} (1 - z_i)\alpha_i
\]

\[
\approx \frac{n-1}{(1-p)pm^2} \sum_{i \in [n]} (1 - z_i)Y_i(z) - \frac{n-1}{pm^2} \sum_{i \in [n]} \alpha_i.
\]

7.4 Discussion

The above examples show that once we subtract the baselines, this opens up a significantly larger set of feasible unbiased individually weighted linear estimators for TTE, ATE, and AIE. Furthermore, the constraints on the randomized designs can be satisfied by standard simple randomizations such as completely randomized design or a matched pair design (i.e. cluster stratified randomized design with small clusters such that most edges are across clusters). In particular, we can implement many of these estimators without requiring perfect observation of the underlying network, which was a key limitation of the Horvitz-Thompson estimator for total treatment effect (requiring edges to be treated or placed in control together). This is a very useful property, as in practice the network could be only partially or noisily observed, or in some contexts it may not be observed at all. The above proposed estimators will still result in an unbiased estimate with simple randomizations that can be implemented without knowledge of the underlying network. This provides positive guarantees for settings in which the randomization may be limited due to regulatory policies or lack of precise network information.

Suppose the network is generated from a stochastic block model for which there are \( k \) communities. The community type of unit \( i \) is denoted by \( q_i \in [k] \), and the probability of edge \((k, i) \) is
Figure 2: By incorporating baseline estimates, network causal inference reduces to estimating population mean influence. (Left) The total treatment effect (TTE) under heterogeneous linear outcomes is equivalent to the weighted sum of all the edges divided by the total number of individuals. The vertices corresponding to treated individuals are colored red, and all the outgoing edges from treated individuals are colored red. The proposed estimator $\hat{\text{TTE}}_{-\alpha}$ is equal to the weighted sum of all red edges divided by the number of treated individuals. (Right) For each vertex $i$, we can sum the weights of outgoing edges into an influence term $L_i$. As a result this is equivalent to a parallel universe in which the total treatment effect is the average of individual influences $L_i$, and we observe the sum of the influences of all treated individuals.

$B_{q_k q_i}$, where $B \in [0,1]^{k \times k}$ is the connectivity parameter matrix. We can rearrange the estimator to show how it depends on the set of edges between any pair of communities,

$\hat{\text{est}}_{-\alpha}(w, v) = \sum_{i \in [n]} w_i z_i \beta_i + \sum_{\tau, \tau' \in [k]} \sum_{k: q_k = \tau} \sum_{i: q_i \in \tau'} (w_i z_i + v_i (1 - z_i)) z_k \gamma_{k_i} I((k, i) \in E)$.

Suppose that we had two networks $E$ and $E'$ drawn from the same underlying stochastic block model community structure. One can consider that these are noisy or partially observed samples of the true network. Alternatively, one can consider this to be a model of stochasticity over the active links in the network, capturing the dynamics of a network that may appear different at different time points. Although the underlying community structure describes the overall relationships, at any given time the active network may be a sample from the corresponding stochastic block model. The stability of the proposed estimator could be captured by the closeness of the estimate between the two sampled instances of the network, $E$ and $E'$. Since each edge is sampled independently with a fixed probability as specified by the community structure, the concentration of this estimator with respect to a randomly sampled graph will follow from the concentration of a sum of weighted independent random variables.

When we may have the access to the network structure, and when we have the flexibility to design network dependent randomizations, we may be able to exploit the structure to reduce the variance of the estimator. In subsequent sections we provide variance calculations that give intuition for how the network connectivity structure may influence the variance of the estimator.
8 Reduction to Estimating Population Mean Influence

For the remainder of the paper we will focus on the following estimator for the Total Treatment Effect introduced in Corollary 9,

\[ \hat{TTE}_{-\alpha} = \frac{1}{n} \sum_{i \in [n]} \frac{Y_i(z) - \alpha_i}{E[z_i]} . \]

It is easy to verify that the bias of the estimator is given by

\[ E[\hat{TTE}_{-\alpha}] - TTE = \frac{1}{n} \sum_{(i,k) \in E} \left( \frac{E[z_i]}{E[z_k]} - 1 \right) \gamma_{ik}, \]

which is zero when the marginal treatment probabilities are equal across individuals. This estimator is particularly simple because the weights are chosen such that \( w_i = v_i \), i.e. each outcome is incorporated to the estimator with the same weight regardless of whether it is treated or not.

We define the “influence” of individual \( i \) on the estimate as

\[ L_i = \beta_i + \sum_{k \in [n]} \frac{E[z_i]}{E[z_k]} \gamma_{ik} . \]

We refer to this as “influence” because \( L_i \) captures the contribution that individual \( i \) has towards the estimate \( \hat{TTE}_{-\alpha} \) when \( i \) is treated, including the interference effect it has on other individuals as well as the the direct effect it has on itself. \( L_i \) does not depend on the realization of the treatment vector.

Under the heterogeneous linear outcomes model,

\[ \hat{TTE}_{-\alpha} = \frac{1}{n} \sum_{i \in [n]} \left( \beta_i \frac{E[z_i]}{E[z_i]} + \sum_{k \in [n]} \frac{\gamma_{ik}}{E[z_k]} \right) z_i = \frac{1}{n} \sum_{i \in [n]} L_i z_i . \]

Written in this form, it is clear that the \( \hat{TTE}_{-\alpha} \) is simply an inverse propensity weighted estimator, although the terms \( L_i \) are not actually observed. As a result, analytical expressions of the variance of our estimate will follow from direct calculations over the inverse propensity weighted estimates.

Furthermore, under the sufficient conditions for unbiasedness when \( E[z_i] = E[z_k] \) for all \((i, k) \in E\), the total treatment effect is equal to the population mean of the influence terms,

\[ TTE = \frac{1}{n} \sum_{i \in [n]} L_i . \]

As a result, under the mild assumption of having access to baseline estimates, we have reduced the complex task of network causal inference to a simple task of estimating a population mean of the influence via the sample average of the influence of treated individuals. This removes all complexity of network interference as the influence terms do not interact. Although our randomized designs and estimators do not require any knowledge of the network, the distribution of the influence will depend on the network, and will subsequently affect the variance of our estimator.

9 Variance of Estimate for Total Treatment Effect

As there are still many different randomized treatment designs one could use, we compare the variance of our proposed estimator for the total treatment effect under some commonly used randomized designs. We present similar variance calculations in Appendix C for general estimators, which apply to our estimators for the ATE and AIE as well.
Let \( p \) denote the treatment budget, such that the size of the treatment group can be at most \( p \) fraction of the population. As our estimator \( \hat{TTE}_{-\alpha} \) corresponds to approximating the total treatment effect with the average of the influence of the treated individuals, this estimator directly inherits properties from the analysis of a sample average estimator for the population mean of the influence. The variance of the estimator is

\[
\text{Var}[\hat{TTE}_{-\alpha}] = \sum_{i,j} L_i L_j \text{Cov}(z_i, z_j) / n^2 E[z_i] E[z_j].
\]

The randomized design affects the variance through the covariance matrix of the treatment vector.

### 9.1 Completely Randomized Design (CRD)

The completely randomized design generates the treatment assignment vector \( z \) by selecting a subset of \( pn \) units to treat uniformly at random out of the size \( n \) population. This randomized design is commonly used in the classical setting without network interference. Due to the uniform sampling, \( E[z_i] = p \) for all \( i \in [n] \), and

\[
\text{Var}[\hat{TTE}_{-\alpha}] = \frac{1 - p}{p(n - 1)} \left( \frac{1}{n} \sum_{i \in [n]} L_i^2 - \left( \frac{1}{n} \sum_{i \in [n]} L_i \right)^2 \right).
\]

The inner expression is equal to the population variance of the influence terms \( \{L_i\}_{i \in [n]} \), which is bounded by \( B^2 d_{\text{max}}^2 \), where \( d_{\text{max}} \) denotes the maximum out-degree of the network, and \( B \) is a bound on the direct effect and network effect parameters. A simple bound on the variance thus scales as \( B^2 d_{\text{max}}^2 / pn \). As a result, the variance will converge to zero for large \( n \) as long as the number of treated individuals \( pn \) divided by a constant \( B^2 d_{\text{max}}^2 \) goes to infinity with large \( n \). This is an optimally efficient rate when \( B \) and \( d_{\text{max}} \) are constants, as this only requires the number of treated individuals to be growing larger than a constant as \( n \) grows. In fact, even optimal estimators for causal effects under SUTVA, without network interference, results in a variance scaling as \( 1/pn \). This means that given the mild assumption of having access to baseline estimates, our approach under fully heterogeneous network effects attains a simple, unbiased, and optimally efficient estimate for the total treatment effect, under the simplest randomized design.

### 9.2 Cluster Randomized Design (cluster RD)

The cluster randomized design partitions the population into clusters, and all individuals in each cluster are either jointly placed in the treatment group or the control group. This is also referred to in the literature as block randomized design, where blocks refer to clusters. The treatment assignment vector is generated by selecting a subset of \( pT \) clusters to treat uniformly at random amongst the \( T \) clusters. In contrast to completely randomized design, the treatment of individuals within a cluster are perfectly correlated. This randomized design is commonly used in the network interference setting, where the clusters are additionally constructed to minimize edges across clusters, so that an individual and its local neighbors are jointly assigned to treatment or control as much as possible. In our setting, we do not require such conditions on the construction of the clusters, and thus our clusters may not correspond to tightly connected communities in the network.

The probability an individual is treated is equal to the probability that the cluster it belongs to is treated. Due to the uniform sampling across the clusters, it follows that \( E[z_i] = p \) for all \( i \in [n] \). Let \( T \) denote the number of clusters, assuming clusters of uniform size \( n/T \) for simplicity. Let \( \pi : [n] \to [T] \) denote the mapping that assigns individuals to clusters. Let \( L'_{\pi} \) denote the average
value of the influence terms within cluster $\tau$, $L'_\tau = \frac{T}{n} \sum_{i : \pi(i) = \tau} L_i$. The variance of our estimator under this randomized design is given by

$$\text{Var}[\widehat{TTE}_{\alpha}] = \frac{1 - p}{p(T - 1)} \left( \frac{1}{T} \sum_{\tau \in [T]} L'_\tau^2 - \left( \frac{1}{T} \sum_{\tau \in [T]} L'_\tau \right)^2 \right).$$

Observe that the expression is very similar to the variance under the completely randomized design, except we are randomizing over clusters rather than individuals. The inner expression is equal to the variance across clusters of $L'_\tau$, which is the average influence of individuals in cluster $\tau$, bounded by $B^2(\max_{\tau \in [T]} d_\tau)^2$, where $d_\tau$ denotes the average out-degree of individuals in cluster $\tau$. A bound on the variance thus scales as $B^2(\max_{\tau \in [T]} d_\tau)^2/pT$.

If $d_{\text{max}}$ is constant, and if $T$ is asymptotically smaller than $n$, i.e. the size of each cluster is not constant with respect to the population size $n$, then the variance under cluster randomized design is larger than the variance under completely randomized design. When $d_{\text{max}}$ may be large or even growing with $n$ then the variance might be improved by using cluster randomized design with an optimal choice of clusters. In particular, there would be a tradeoff between the choice of cluster size, and the gain from smoothing out the degree distribution, i.e. the influence, across clusters. In particular, if there is high variation in the influence amongst individuals, then the variance would be minimized by splitting large influence individuals across different clusters, and grouping them with low influence individuals, in order to try to even out the average influence of each cluster. This requires detailed knowledge of the network however, which is often not available.

### 9.3 Saturation Randomized Design (SRD)

The saturation randomized design also assumes that the population is partitioned into clusters, but instead each cluster is treated at a specified saturation level, specifying the percentage of individuals in that cluster that are treated. This is also referred to as a cluster stratified randomized design. For a cluster $\tau$, let $p_\tau$ denote the fraction of individuals treated in cluster $\tau$, satisfying $\sum_{\tau \in [T]} n_\tau p_\tau = np$. Let $T$ denote the number of clusters, and let $\pi : [n] \to [T]$ map individuals to clusters. Let $n_\tau = |i : \pi(i) = \tau|$ denote the size of cluster $\tau$. Treatment across different clusters are assigned independently. For each cluster $\tau$, a set of $p_\tau n_\tau$ individuals within the cluster are selected uniformly at random to be treated. Let $V_\tau$ denote the variance of the influence terms within cluster $\tau$,

$$V_\tau = \frac{1}{n_\tau} \sum_{i : \pi(i) = \tau} L_i^2 - \left( \frac{1}{n_\tau} \sum_{i : \pi(i) = \tau} L_i \right)^2.$$

Under uniform saturation, i.e. $p_\tau = p$ for all $\tau$, the estimator is unbiased as $\mathbb{E}[z_i] = p$ for all $i$, and the variance is

$$\text{Var}[\widehat{TTE}_{\alpha}] = \frac{1 - p}{pn} \sum_{\tau \in [T]} \frac{n_\tau^2}{n(n_\tau - 1)} V_\tau.$$

This expression essentially scales as $V_{\text{avg}}/pn$, where $V_{\text{avg}}$ denotes the weighted average across cluster variances $V_\tau$. In particular, to minimize the variance, each cluster should be chosen to be as homogeneous as possible, so that there is little variation in the influence parameters within each cluster. If $V_{\text{avg}}$ is significantly smaller than the overall population variance over the influence terms $\{L_i\}_{i \in [n]}$, then the uniform saturation randomized design improves in efficiency upon CRD. An extreme special case of this randomized design would be the matched pair randomized design, where the pairs correspond to the clusters, and $p = 1/2$. The pairs are selected to be as similar as possible on known features.
Constructing such clusters requires additional knowledge of covariates or network structure which is not always available; however, this analysis provides motivation that whenever we do have such auxiliary information at hand, we can only benefit by controlling for the variance which may be related to the auxiliary information. In particular, by grouping similar individuals together, we ensure that the distribution over the auxiliary information in the treated group is as similar as possible to the control group.

For a general choice of saturation levels, the estimator may be biased, and the bias will scale proportionally with the sum of the network effect of edges across clusters with different saturation levels. The variance of the estimator is given by

$$\text{Var}[\hat{TTE}_{-\alpha}] = \sum_{\tau \in [T]} \frac{(1 - p_\tau)n_\tau^2}{p_\tau n_\tau^2(n_\tau - 1)}V_\tau.$$ 

While varying the saturation levels would introduce bias into the estimator, it may be able to reduce the variance by allocating a larger treated fraction to clusters that are larger or that have larger within-cluster variance $V_\tau$. The reduction in variance would need to be carefully balanced with the introduced bias however, which may be difficult to do since it would require auxiliary information about the cluster variances.

9.4 Discussion

One way to explain the relationship amongst the variances of different randomizations is that the variance is reduced when the randomization enforces that the distribution of types of units with respect to the expression $L_i$ within treated and control are as similar as possible. This results from the observation that all of the above variance calculations boil down to variations of estimating the empirical variance of $L_i$ amongst different subsets of the populations. For example, in cluster randomized design, each cluster is fully treated or control. In order to guarantee that the resulting treated population has a similar distribution of $L_i$ to the control population, we should partition clusters so that the cluster average $L_\tau$ is similar across different clusters. In contrast, for cluster stratified randomized design, since a uniform fraction is treated within each cluster, in order to guarantee that the resulting treated population is most similar to the control population, we would want to partition clusters such that the units within a cluster are most similar or homogeneous as possible in terms of their $L_i$ values.

Note that $L_i$ is both a function of the parameters $\beta_i, \gamma_{ik}$, but also depends on the graph and degree of connectivity. If these parameters were linked to associated covariates, we could expect nodes with similar covariates as well as connectivity structure to have similar values for $L_i$. In this setting the relevant connectivity structure would be the distribution of edges that a node has to neighbors of different covariate types.

In the supplementary material, we provide variance expressions in the case when the model parameters and network are drawn stochastically from priors, which can help elucidate when the variation primarily results from the variability in the edge connectivity structure as opposed to heterogeneity in the model parameters. We also provide variance calculations for the general weighted linear estimator under standard randomizations, which would include the corresponding estimators for AIE and ATE.

Recall that $\hat{TTE}_{-\alpha}$ can be rearranged into a sum of individual terms $L_i z_i$ across all $i$. For a sufficiently large population, the estimator and estimand are approximately Gaussian, and the variance calculations can be used to design a test and compute p-values. In practical applications, we cannot directly calculate the variance as given in the above expressions because the parameters...
\[ \{ \beta_i \}_{i \in [n]} \text{ and } \{ \gamma_{ij} \}_{i,j \in [n]} \text{ are unknown. However, if one had prior domain knowledge which indicated that the parameters were correlated with certain covariates, these covariates could be used to design a clustering to guarantee that the distribution of these covariates between treated and control are as similar as possible, which would reduce the variance of the estimator.} \]

10 Simulated Experiments

We test the proposed estimator on simulated data to verify the insights gained from the analysis. We generate networks from a stochastic block model (SBM) which exhibits denser connectivity within community than across communities. Each individual \( i \) is a member of one of \( T \) communities, denoted by \( q_i \in [T] \). \( B \in [0,1]^{T \times T} \) is the connection probability matrix, such that \( B_{q_i q_j} \) is the probability of an edge between individuals \( i \) and \( j \), i.e. \( (i,j) \in E \). The parameters \( \{ \alpha_i, \beta_i \}_{i \in [n]}, \{ \gamma_{ij} \}_{(i,j) \in E} \) of the outcome model are drawn iid from a prior distribution. We fix the variance of the observation noise \( \epsilon_i \) to 1. We explore the interplay between different parameter settings and choices of randomized designs and estimators.

10.1 Bias of Horvitz-Thompson Estimator

Recall that the Horvitz-Thompson estimator arose naturally from the unbiasedness conditions. In the presence of network interference effects, the behavior of the Horvitz-Thompson estimator depends crucially on the randomized design, in particular whether the units on endpoints of a network edge were assigned to treatment or control independently or in a correlated fashion.

In this experiment we illustrate this phenomenon by varying the fraction of edges that are either assigned independently or assigned together to treatment or control. We illustrate this dependence this by varying the connectivity structure of the communities in the graph and comparing completely randomized design, cluster randomized design, and stratified block randomized design. The clusters used in the randomized designs are chosen to align exactly with the stochastic block model (SBM) communities, such that they represent clustering by similar connectivity structures. We vary the strength of community clustering along the x-axis of the plot, such that the x-axis denotes the fraction of a unit’s edges that are within the same community as opposed to across different communities. The within community edge probability is set to \( B_{qq} = 0.7x \), and the across community edge probability is set to \( B_{qq'} = 0.7(1-x)(n-k)/(nk-n) \) for \( q \neq q' \). For any given unit \( i \), the expected number of edges to units within the same community will be \( 0.7x(n-k)/k \), and the expected number of edges to units across a different community will be \( 0.7(1-x)(n-k)/k \). For \( x \in [0,1] \), the within and across community edge probabilities are varied to maintain the same expected overall degree. The treatment level is set to 50% (half treated, half control) for all randomized designs.

Each data point on the plot is generated by first sampling a graph of population size 400 units with 20 communities according to a SBM which exhibits the desired fraction of within-community vs. across-community edges. Then the outcome model parameters are drawn from a normal distribution, where the mean of \( \alpha_i \) is 1, the mean of \( \beta_i \) is 5, the mean of \( \gamma_{ij} \) is 5, and the variances are all set to 1. Given the network and outcome model, for each randomized design that we are testing, we simulate 1000 instances of the treatment vector, which are used then to compute the empirical mean and variance of the corresponding estimator.

Figure 3 shows the mean and standard deviation of the estimates (along with the true TTE and ATE values). “CRD” refers to completely randomized design with Horvitz-Thompson estimator \( \hat{est}_{HT} \), “block RD” refers to a cluster randomized design where each cluster is either treated or not along with the Horvitz-Thompson estimator \( \hat{est}_{HT} \), “stratified RD” refers to the design where
Figure 3: Illustrating the bias of the Horvitz-Thompson estimator with different randomized designs.

50% of the units in each cluster are treated along with the Horvitz-Thompson estimator \( \hat{est}_{HT} \), and “CRD Linear” is the proposed estimator \( \hat{TTE}_{-\alpha} \) (which scales the total measured effect) with the completely randomized design.

This figure confirms that the proposed estimator \( \hat{TTE}_{-\alpha} \) as depicted by “CRD Linear” is an unbiased estimator of the TTE. The Horvitz-Thompson estimator \( \hat{est}_{HT} \) with block randomized design, i.e. “block RD”, is a good estimate for the TTE if no edges are cut (i.e. clusters are very tight). In contrast, it is a good estimate for the ATE when almost all edges are cut across clusters, linearly extrapolating in between these two points depending on the fraction of edges within cluster verses across cluster. The Horvitz-Thompson estimator \( \hat{est}_{HT} \) with completely randomized design, i.e. “CRD”, is a good estimate for the ATE, as the assignments across edges are nearly independent. The Horvitz-Thompson estimator \( \hat{est}_{HT} \) with stratified cluster randomized design, i.e. “stratified RD”, is a good estimate for the ATE, although there is a small bias when there are more edges within cluster, as consistent with our calculations.

10.2 Variance as a function of Clustering

In the following set of experiments, we illustrate properties of the variance for our proposed estimator \( \hat{TTE}_{-\alpha} \) under different randomized designs. Recall that the variance calculations depend on balancing the parameter \( L_i \) between the treated and control populations, where recall that \( L_i \) represents the incremental change in the total measured outcome amongst all units due to unit \( i \) being treated. The variance can be reduced by a randomized design that ensures the treated and control population have similar distributions over the parameter \( L_i \). This can be implemented by a cluster randomized design which balances the clusters to minimize variance of average \( L_i \) across-clusters, or a cluster stratified randomized design which minimizes variance within-cluster. The choice of clusters needs to appropriately match the randomized design. The term \( L_i \) depends both on the model parameters \( \beta_i, \{ \gamma_{ik} \}_{k:(i,k) \in E} \) as well as the edge connectivity structure \( \{ k : (i, k) \in E \} \).
Figure 4: Illustrating the variance of the proposed estimator with different clustering schemes as a function of the correlation between community and covariate types.

In this simulated experiment we explore the impact of the clustering design on the variance of the proposed estimator as a function of the variation between the parameters and edge connectivity structure across the population.

To illustrate the variation of parameters within different subgroups of the population, we let each unit \(i\) be associated both to a community type \(q_i \in [T]\) which governs its connectivity structure, as well as a covariate type \(r_i \in [m]\) which governs its model parameters. The variation of parameters within a covariate type is smaller than the variation of parameters across different covariate types. Let \(\sigma_B^2\) denote the variance amongst the connectivity parameter matrix \(B\), and let \(\sigma_R^2\) denote the variance amongst the parameters across different covariate types.

We sample \(B\) according to \(B_{aa} \sim \text{Proj}(N(0.9, 2\sigma_B^2), [0,1])\) and \(B_{ab} \sim \text{Proj}(N(0.2, \sigma_B^2), [0,1])\) for \(a \neq b\), where \(\text{Proj}(X, [0,1])\) simply projects \(X\) onto the \([0,1]\) interval. This creates a community structure where within-community edges are typically denser than across-community, yet there is variation in that some communities are tightly connected and others are more loosely connected.

For covariate types \(r, r' \in [m]\), we draw iid parameters \(\mu_\alpha(r) \sim N(1, \sigma_R^2), \mu_\beta(r) \sim N(5, \sigma_R^2)\), and \(\mu_\gamma(r, r') \sim N(5, \sigma_R^2)\). Then the individual parameters are drawn such that \(\alpha_i \sim N(\mu_\alpha(r_i), 0.1)\), \(\beta_i \sim N(\mu_\beta(r_i), 0.1)\), \(\gamma_{ij} \sim N(\mu_\gamma(r_i, r_j), 0.1)\). Typically \(\sigma_B^2\) is larger than 0.1 such that there is lower variance within any given covariate type than across different covariate types.

10.2.1 Correlation between Community and Covariate types

In the simulations depicted in figure 4, we vary the correlation between community types and covariate types. We compare the completely randomized design (CRD) with the cluster stratified randomized design for 3 different clusterings, clustering according to community type, covariate type, and both community and covariate type. We choose population size \(n = 500\), communities \(T = 5\), covariate types \(m = 5\), and model variances \(\sigma_B^2 = 0.25\) and \(\sigma_R^2 = 0.8\).

To generate each data point, we first assign units to covariate types and community types to
achieve the desired correlation between covariates and communities. On the right side of the $x$-axis, the covariate types and community types are fully aligned, i.e. $q_i = r_1$, and on the left side they are fully independent in that each community has an even distribution of all the covariates, i.e. $q_i \perp r_i$.

We sample 15 instances of the model specified by $E, \{\alpha_i, \beta_i\}_{i\in[n]}, \{\gamma_{ij}\}_{i, j\in[n]}$ from the above defined prior distributions which also depend on first sampling $B, \{\mu_\alpha(r), \mu_\beta(r)\}_{r\in[m]}, \{\mu_\gamma(r, r')\}_{r, r'\in[m]}$. Given the network and outcome model, for each randomized design that we are testing, we simulate 100 instances of the treatment vector, which are used then to compute the empirical mean and variance of the corresponding estimator, averaging over the 15 model instances.

Consistent to our expectations from the variance calculations, figure 4 shows that the completely randomized design has the largest variance, as it does not exploit the underlying structure. Cluster stratified randomized design which clusters according to both community and covariate type has the smallest variance as expected. For the parameter settings we chose, clustering by community type has lower variance than clustering by covariate type, and the difference would depend on if the variation due to the parameters varying across covariate type is larger or smaller than the variation due to the edge density for different communities. As the covariate and community types align, this difference becomes smaller and eventually the variances converge for the different clustering schemes.

For a given application, we may not know in advance whether the variation across covariate types or community types is more significant, so clustering as finely as possible seems to be the best strategy, which taken to its extreme becomes similar to implementing a “matched pairs” randomization. Although it reduces variance, it may be more computationally expensive to form the fine clusters as opposed to simply clustering on meta-characteristics.

Figure 5: Illustrating the variance of the proposed estimator with different clustering schemes as the variation of the network effect and block model edge parameters vary.
10.2.2 Variation due to Covariate Parameters or Edge Connectivity

In figure 5, we compare models with different relative ratios between the variation in model parameters $\sigma^2_R$ or the variation in edge connectivity patterns $\sigma^2_B$, such that clustering either by community type, covariate type, or both illustrate the gains in variance due to reducing variation in model parameters or edge connectivity. We assume the covariate types $\{r_i\}_{i \in [n]}$ are uncorrelated with the community types $\{q_i\}_{i \in [n]}$. We compare the completely randomized design (CRD) with the cluster stratified randomized design for 3 different clusterings, clustering according to community type, covariate type, and both community and covariate type. We choose population size $n = 500$, communities $T = 5$ and covariate types $m = 5$.

To generate each data point, we first assign units to covariate types and community types such that each community has an equal distribution of covariate types. The $x$-axis is a parameter $x \in [0, 19]$ which trades off between $\sigma^2_R$ and $\sigma^2_B$, defined according to

$$
\sigma^2_R = \max(0, -2 + 0.3(20 - x))
$$
$$
\sigma^2_B = \max(0, -1 + 0.15x),
$$

such that $\sigma^2_B$ is increasing in $x$ and $\sigma^2_R$ is decreasing in $x$. On the left of the $x$-axis, there is large variation in parameters across different covariate types, but the community connectivity is fixed for within and across community edge probabilities. On the right of the $x$-axis, the expected parameters across covariate types are equal, but there is variation in the strength of connectivity for different communities. For each $x$, we sample 15 instances of the model specified by $\mathcal{E}, \{\alpha_i, \beta_i\}_{i \in [n]}, \{\gamma_{ij}\}_{i,j \in [n]}$ from the above defined prior distributions which also depend on first sampling $B, \{\mu_\alpha(r), \mu_\beta(r)\}_{r \in [m]}, \{\mu_\gamma(r, r')\}_{r, r' \in [m]}$. Given the network and outcome model, for each randomized design that we are testing, we simulate 100 instances of the treatment vector, which are used then to compute the empirical mean and variance of the corresponding estimator, averaging over the 15 model instances.

Consistent to our expectations from the variance calculations, figure 5 shows that if the variation is largely due to the model parameters across different covariate types, then a block stratified randomized design performs better if it clusters by covariates as opposed to community types. If the variation is largely due to differences in connectivity strength across different communities, then a block stratified randomized design performs better if it clusters by community types as opposed to covariates. Again the completely randomized design has the largest variance, as it does not exploit the underlying structure, and the block stratified randomized design which clusters according to both community and covariate type has the smallest variance as it controls for the variation in both community connectivity and covariate effect parameters.

11 Conclusion

Estimating causal effects under network interference is an important yet challenging problem. Previous solutions under general models are often too computationally or statistically costly, or are limited to very simplistic network structures, inhibiting adoption in practice. As a result, many practical solutions consider strong assumptions on the network effects, which end up reducing the estimation task to a simple regression problem. In contrast, we consider the heterogeneous linear outcomes model, which imposes additive network effects, but allows for full heterogeneity in the edge level network effect parameters. This model is significantly more flexible than the simple linear models used in practice. We analyze the properties of weighted linear estimators under our model,
and our results directly translate into the following insights that are simple to apply in practice. Given baseline estimates, we show that \textit{network causal inference is as easy as estimating a population mean!} Most notably, our solution \textit{does not require knowledge of the underlying network}, nor does it critically require strong structural conditions on the network.

\textbf{Insight 1:} Prior information from historical data or pilot studies is incredibly valuable; without such information, any unbiased estimate must use knowledge of the network. We showed that without prior information, there does not exist any unbiased estimate for the total treatment effect which does not use network structure. In particular, we restricted to linear estimators with weights that depend only on whether an individual is treated or not, and not on the treatment of its neighbors. We showed that an unbiased linear estimator only exists if the network can be fully partitioned into disconnected components, such that the randomized design must jointly treat or not treat all individuals in each connected component. Furthermore, there does not exist any unbiased linear estimator for the average interference effect under any randomized design.

\textbf{Insight 2:} Use historical data or pilot studies to estimate the population baseline; use the following simple unbiased estimators to approximate the desired causal effects. We proposed the following unbiased estimator for any randomized design for which the marginal treatment probability of each individual is \( p \),

\[
\hat{TTE}_{-\alpha} = \frac{1}{n} \left( \frac{1}{n} \sum_{i \in [n]} Y_i(z) - \frac{1}{n} \sum_{i \in [n]} \alpha_i \right).
\]

Under completely randomized design, the following estimators for the ATE and AIE are unbiased,

\[
\hat{ATE}_{-\alpha} = \frac{n - 1}{pn} \left( \frac{1}{1 - p} \sum_{i \in [n]} \left( \frac{1 - z_i}{n - 1} Y_i(z) - \frac{1}{n - 1} \sum_{i \in [n]} \alpha_i \right) \right),
\]

\[
\hat{AIE}_{-\alpha} = \frac{n - 1}{pn} \left( \frac{1}{1 - p} \sum_{i \in [n]} (1 - z_i) Y_i(z) - \frac{1}{n} \sum_{i \in [n]} \alpha_i \right).
\]

\textbf{Insight 3:} The statistical properties of the total treatment effect estimator depend on the population distribution of individual influence. Under our additive network effects model, our proposed estimator for the total treatment effect takes the form of

\[
\hat{TTE}_{-\alpha} = \frac{1}{n} \sum_{i \in [n]} \frac{L_i z_i}{\mathbb{E}[z_i]} \text{ for } L_i = \beta_i + \sum_{k \in [n]} \frac{\mathbb{E}[z_i | z_k]}{\mathbb{E}[z_k]},
\]

where \( L_i \) quantifies individual \( i \)’s influence on the total treatment effect. This characterization shows that for a sufficiently large population, under simple randomized designs, the distribution of the estimator will also be approximately Gaussian. As a result, variance estimates could be used to design hypothesis tests and compute p-values.

\textbf{Insight 4:} Using completely randomized design (CRD) results in optimally efficient estimation of the total treatment effect when the effect sizes and out-degrees are
bounded. Under CRD, the variance of our estimator is roughly equal to $1/pn$ times the population variance of the influence terms $\{L_i\}_{i \in [n]}$, which is bounded by $B^2 d_{\max}^2$ when the causal effect parameters are bounded by $B$ and the out-degree of each individual is bounded by $d_{\max}$. As a result, the estimator is consistent as long as the number of treated individuals $pn$ is larger than a constant with respect to the population size $n$.

Insight 5: Utilize any auxiliary information about network structure or covariates of individuals in the population to control for variance that may arise from heterogeneity amongst individuals. The variance of the estimator is minimized by constructing a randomized design under which the distribution of the influence terms within treated and control are as similar as possible. The influence of individual $i$, denoted by $L_i$, is a function of the causal effect parameters $\beta_i, \gamma_{ik}$, but also depends on the network via its local neighborhood structure. If the causal effect parameters or the network structure were related to observed covariates, we could reduce the variance of the estimator by using a uniform saturation randomized design, where we group together individuals that are similar with respect to observed covariates and local neighborhood structure in the network.
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Optimal Individually Weighted Linear Estimators for Fixed Randomized Designs

There are some application domains in which the randomization is fixed due to regulatory policies, and thus we may want to find the individually weighted linear estimator that minimizes the mean squared error for a fixed randomized design. In fact we will show in this section that this corresponds to solving a quadratic program for the best set of weights to use. This follows from showing that
for linear estimators, the mean squared error is a quadratic function of the weights. Assume that
the treatment vector $z$ is sampled from a distribution $P_z$, and let $\tau$ denote the estimand. Let $w$
and $v$ denote the $n$-dimensional vectors consisting of the weights used in the estimator,

$$\hat{\text{est}}(w, v) = \sum_{i \in [n]} (w_i z_i + v_i (1 - z_i)) Y_i(z).$$  (1)

We define the vectors $x, b \in \mathbb{R}^{2n}$ and the matrix $Q \in \mathbb{R}^{2n \times 2n}$ according to

$$x = \begin{bmatrix} w - v \\ v \end{bmatrix},$$  (2)

$$b_i = \begin{cases} E[z_i Y_i(z)] & \text{if } i \in [n] \\ E[Y_i(z)] & \text{if } i \in [n + 1, 2n] \end{cases},$$  (3)

$$Q = \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix},$$  (4)

where $Q_{11}(i,j) = E[z_i Y_i(z) z_j Y_j(z)]$, $Q_{21}(i,j) = E[Y_i(z) z_j Y_j(z)]$, $Q_{12}(i,j) = E[z_i Y_i(z) Y_j(z)]$, and $Q_{22}(i,j) = E[Y_i(z) Y_j(z)]$. Using the above notation, we can show that the mean squared error is equal to

$$\text{MSE} := E_{z \sim P_z} [(\hat{\text{est}}(w, v) - \tau)^2] = x^T Q x - 2 \tau b^T x + \tau^2,$$  (5)

and the bias is linear in the weight vector,

$$\text{bias} := E[\hat{\text{est}}(w, v)] - \tau = b^T x - \tau.$$  (6)

Therefore the set of minimum variance unbiased estimators within this class of deterministic
linear weighted estimators is given by solutions to the constrained quadratic program

$$\begin{align*}
\text{minimize} & \quad x^T Q x - 2 \tau b^T x \\
\text{subject to} & \quad b^T x = \tau.
\end{align*}$$  (7)

Observe that $Q$ is a symmetric matrix, and its form depends on the randomization $P_z$ and the
outcomes model for $Y_i(z)$. In general, the objective function would depend on the unknown pa-
rameters $\alpha, \beta, \gamma$, thus this may be an interesting tool for studying theoretical properties of different
models, but it may be difficult to optimize over in practice.

**B Variance Calculations**

We focus on the following estimator for the TTE:

$$\widehat{\text{TTE}}_{-\alpha} = \sum_i \frac{(Y_i(z) - \alpha_i)}{nE[z_i]} = \sum_i \frac{\beta_i z_i + \sum_j \gamma_{ij} z_j (j,i) \in \mathcal{E}}{nE[z_i]} = \sum_i \left( \frac{\beta_i}{nE[z_i]} + \sum_k \frac{\gamma_{ik}}{nE[z_k]} 1((i,k) \in \mathcal{E}) \right) z_i.$$  (31)
In expectation, this takes value
\[
\mathbb{E}[\hat{TTE}_{-\alpha}] = \frac{1}{n} \left( \sum_{i \in [n]} \beta_i + \sum_{(i,k) \in \mathcal{E}} \frac{\mathbb{E}[z_i]}{\mathbb{E}[z_k]} \gamma_{ik} \right).
\]

For randomizations that satisfy \( \mathbb{E}[z_i] = \mathbb{E}[z_k] \) for all \((k,i) \in \mathcal{E}\), this estimator is unbiased. We compare the variance calculations of a few standard randomizations below. The variance will depend on the expression
\[
L_i = \beta_i + \sum_{k \in [n]} \frac{\mathbb{E}[z_i]}{\mathbb{E}[z_k]} \gamma_{ik} \mathbb{I}((i,k) \in \mathcal{E}).
\]

When \( \mathbb{E}[z_i] = \mathbb{E}[z_k] \), then the second term of \( L_i \) simply measures the influence that unit \( i \) has on its neighbors if unit \( i \) were treated, such that \( L_i \) can be interpreted as the incremental change in the total measured outcome amongst all units due to the unit \( i \) being treated. The estimator can be rewritten as
\[
\hat{TTE}_{-\alpha} = \sum_i \frac{L_i z_i}{n \mathbb{E}[z_i]}.
\]

Essentially this boils down to estimating the average of \( L_i \) across the population when we can only observe the sum of a randomly selected subset of units. The variance of the estimator is given by
\[
\text{Var}[\hat{TTE}_{-\alpha}] = \sum_{i,j} \frac{L_i L_j \mathbb{Cov}(z_i,z_j)}{n^2 \mathbb{E}[z_i] \mathbb{E}[z_j]}.
\]

Therefore, for specific randomized designs, we simply plug in the expressions for \( \mathbb{Cov}(z_i,z_j) \). For \( i = j \), \( \mathbb{Cov}(z_i,z_j) = \mathbb{E}[z_i](1 - \mathbb{E}[z_i]) \).

### B.1 Completely Randomized Design

The completely randomized design generates the treatment assignment vector \( z \) by selecting a subset of \( pn \) units to treat uniformly at random out of the size \( n \) population. Therefore \( \mathbb{E}[z_i] = p \) for all \( i \in [n] \), and \( \mathbb{Cov}(z_i,z_j) = -\frac{p(1-p)}{n-1} \) for \( i \neq j \).

\[
\sum_i \frac{L_i^2(1-p)}{n^2 p} - \sum_{i \neq j} \frac{L_i L_j (1-p)}{n^2 (n-1)p}
= \frac{1-p}{p} \frac{1}{n-1} \left( \frac{1}{n} \sum_i L_i^2 - \left( \frac{1}{n} \sum_i L_i \right)^2 \right).
\]

### B.2 Cluster Randomized Design

The cluster randomized design partitions the population into clusters, and each cluster is either fully treated or fully control. The treatment assignment vector is generated by selecting a subset of \( pT \) clusters to treat uniformly at random amongst the \( T \) clusters. We can verify that \( \mathbb{E}[z_i] = p \) for all \( i \in [n] \). Let \( T \) denote the number of clusters assuming clusters of uniform size \( n/T \), and let \( \pi : [n] \to [T] \) map units to clusters. Let \( L_\tau \) denote the average value of \( L_i \) within cluster \( \tau \),
\[ L_\tau = \frac{T}{n} \sum_{i: \pi(i) = \tau} L_i. \]

For \( i \neq j \), if \( \pi(i) = \pi(j) \) then \( \text{Cov}(z_i, z_j) = p(1 - p) \), and if \( \pi(i) \neq \pi(j) \) then \( \text{Cov}(z_i, z_j) = -\frac{p(1-p)}{T-1} \). The variance under this randomization is given by

\[
\frac{(1-p)}{T \cdot p} \sum_\tau L_\tau^2 - \frac{(1-p)}{T \cdot p(T-1)} \sum_{\tau \neq \tau'} L_\tau L_{\tau'} = \frac{1-p}{p} \frac{1}{(T-1)} \left( \frac{1}{T} \sum_{\tau \in [T]} L_\tau^2 - \left( \frac{1}{T} \sum_{\tau \in [T]} L_\tau \right)^2 \right).
\]

### B.3 Cluster Stratified Randomized Design with Uniform Treatment Fraction

The cluster stratified randomized design partitions the population into clusters, and within each cluster a specified fraction of the units are treated uniformly at random amongst all units in that cluster. The assignments in different clusters are fully independent. Assume uniform treatment fraction such that \( p \) fraction of units are treated within each cluster, which guarantees that \( \mathbb{E}[z_i] = p \) for all \( i \in [n] \). Let \( T \) be the number of clusters, let \( \pi : [n] \rightarrow [T] \) map units to clusters, and let \( n_\tau = |i : \pi(i) = \tau| \) be the size of cluster \( \tau \). Recall that

\[ L_\tau = \frac{1}{n_\tau} \sum_{i : \pi(i) = \tau} L_i. \]

For \( i \neq j \), if \( \pi(i) = \pi(j) = \tau \) then \( \text{Cov}(z_i, z_j) = -\frac{p(1-p)}{n_\tau} \), and if \( \pi(i) \neq \pi(j) \) then \( \text{Cov}(z_i, z_j) = 0 \). The variance under this randomized design is

\[
\sum_i \frac{L_i^2 (1-p)}{n_\tau^2 p} - \sum_\tau \sum_{i \neq j : \pi(i) = \pi(j) = \tau} L_i L_j \frac{(1-p)}{n_\tau^2 p \cdot n_\tau} = \frac{1-p}{p} \frac{1}{n_\tau} \left( \frac{1}{T} \sum_{\tau \in [T]} L_\tau^2 - \left( \frac{1}{T} \sum_{\tau \in [T]} L_\tau \right)^2 \right).
\]

### B.4 Cluster Stratified Randomized Design with Varying Treatment Fraction

We can also vary the treatment fraction within clusters to satisfy the global constraint that \( np \) units are treated. Let \( p_\tau \) denote the fraction of units treated in cluster \( \tau \), satisfying \( \sum_{\tau \in [T]} n_\tau p_\tau = np \). Let \( T \) denote the number of clusters, let \( \pi : [n] \rightarrow [T] \) map units to clusters, and let \( n_\tau = |i : \pi(i) = \tau| \) be the size of cluster \( \tau \). Since \( \mathbb{E}[z_i] = p_{\pi(i)} \) is no longer the same for all \( i \), the estimator may no longer be unbiased, and its bias is given by

\[ \mathbb{E}[\hat{TTE}_{\alpha} - TTE] = \frac{1}{n} \sum_{(i,j) \in \mathcal{E}} \gamma_{ji} \left( \frac{p_{\pi(j)}}{p_{\pi(i)}} - 1 \right). \]

For \( i \neq j \), if \( \pi(i) = \pi(j) = \tau \) then \( \text{Cov}(z_i, z_j) = -\frac{p_{\pi(i)} (1-p_{\pi(i)})}{n_\tau} \), and if \( \pi(i) \neq \pi(j) \) then \( \text{Cov}(z_i, z_j) = 0 \). The variance of the estimator is given by

\[
\sum_i \frac{L_i^2 (1-p_{\pi(i)})}{n_\tau^2 p_{\pi(i)}} - \sum_{\tau \neq \tau'} \sum_{i \neq j : \pi(i) = \pi(j) = \tau} L_i L_j \frac{(1-p_{\pi(i)})}{n_\tau^2 p_{\pi(i)} n_{\tau'}} = \sum_{\tau \in [T]} \frac{1}{p_\tau} \frac{n_\tau^2}{n_\tau^2 (n_\tau - 1)} \left( \frac{1}{n_\tau} \sum_{i : \pi(i) = \tau} L_i^2 - \left( \frac{1}{n_\tau} \sum_{i : \pi(i) = \tau} L_i \right)^2 \right).
\]
B.4.1 Expected Variance when Parameters Sampled from a Prior

We can simplify the above expressions to get further intuition by assuming that the parameters $\beta_i, \alpha_j, \gamma_{ji}$ and the graph $\mathcal{E}$ are drawn independently from a prior. In particular, we assume that each vertex $i$ is associated with a community type $q_i$ and a response type $r_i$. Assume that the parameters are drawn from a distribution with means $\mu_\beta(r_i), \mu_\alpha(r_i), \mu_\gamma(r_j, r_i)$, and variances $\sigma_\beta^2(r_i), \sigma_\alpha^2(r_i), \sigma_\gamma^2(r_j, r_i)$. We assume that the graph is independently sampled from a directed stochastic block model with edge connectivity parameter matrix $B$ such that the probability of an edge from $i$ to $j$ is $B_{q_i q_j}$. We assume that each direction of an edge $(i,j)$ and $(j,i)$ are sampled independently to simplify the calculations. Assume that the observation noise has uniform variance of $\sigma^2$. We can compute the expectation of the above variances under a randomly sampled graph and randomly sampled parameters. Recall that

$$L_i = \beta_i + \sum_{k \in [n]} \mathbb{E} \left[ z_k \right] \gamma_{ik} \mathbb{1} \left( (i,k) \in \mathcal{E} \right)$$

$$L_\tau = \frac{1}{n_\tau} \sum_{i: \pi(i) = \tau} L_i.$$ 

We can show that

$$\mathbb{E} \left[ L_i \right] = \mu_\beta(r_i) + \sum_{k \neq i} \mu_\gamma(r_i, r_k) B_{q_i q_k} \mathbb{E} \left[ z_k \right]$$

$$\text{Var} \left[ L_i \right] = \sigma_\beta^2(r_i)$$

$$+ \sum_{k \neq i} \left( \mathbb{E} \left[ z_k \right] \right)^2 \left( \sigma_\gamma^2(r_i, r_k) B_{q_i q_k} + \mu_\gamma^2(r_i, r_k) B_{q_i q_k} \left( 1 - B_{q_i q_k} \right) \right)$$

$$\mathbb{E} \left[ L_\tau \right] = \frac{1}{n_\tau} \sum_{i \in \tau} \mathbb{E} \left[ L_i \right]$$

$$\text{Var} \left[ L_\tau \right] = \frac{1}{n_\tau^2} \sum_{i \in \tau} \text{Var} \left[ L_i \right]$$

By the law of total variance,

$$\text{Var} \left[ \hat{TTE}_{-\alpha} \right] = \mathbb{E} \left[ \text{Var} \left[ \hat{TTE}_{-\alpha} | \alpha, \beta, \gamma \right] \right] + \text{Var} \left[ \mathbb{E} \left[ \hat{TTE}_{-\alpha} | \alpha, \beta, \gamma \right] \right].$$

The second term is the same for all designs,

$$\text{Var} \left[ \mathbb{E} \left[ \hat{TTE}_{-\alpha} | \alpha, \beta, \gamma \right] \right] = \text{Var} \left[ \frac{1}{n} \sum_i L_i \right] = \frac{1}{n^2} \sum_i \text{Var} \left[ L_i \right]$$

The first term depends on the randomized design, and we show the resulting calculations below.

B.4.2 Completely Randomized Design

$$\mathbb{E} \left[ \text{Var} \left[ \hat{TTE}_{-\alpha} \right] \right]$$

$$= \frac{1-p}{p} \frac{1}{n} \left( \frac{1}{n} \sum_i \mathbb{E} \left[ L_i^2 \right] - \mathbb{E} \left[ \left( \frac{1}{n} \sum_i L_i \right)^2 \right] \right) + \frac{\sigma^2}{np^2}$$

$$= \frac{1-p}{pn^2} \sum_i \text{Var} \left[ L_i \right] + \frac{1-p}{pn(n-1)} \sum_i \left( \mathbb{E} \left[ L_i \right] - \frac{1}{n} \sum_j \mathbb{E} \left[ L_j \right] \right)^2 + \frac{\sigma^2}{np^2}$$
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B.4.3 Cluster Randomized Design

The variance under this randomization (assume size of all clusters is equal) is given by

\[
\text{E}[\text{Var}[\hat{TTE}_{-a}]] = \frac{1-p}{p} \frac{1}{T-1} \left( \frac{1}{n_T} \sum_{\tau \in [T]} \text{E}[L^2_{\tau}] - \frac{1}{n_T} \sum_{\tau \in [T]} \text{E}[(\frac{1}{n_T} \sum_{i \in \tau} L_i)^2] \right) + \frac{\sigma^2}{np^2}
\]

+ \frac{1-p}{p} \frac{1}{T-1} \sum_{\tau \in [T]} \text{E}[L^2_{\tau}] - \frac{1}{T-1} \text{E}[(\frac{1}{T-1} \sum_{\tau \in [T]} L_{\tau})^2]

B.4.4 Cluster Stratified Randomized Design with Uniform Treatment Fraction

\[
\text{E}[\text{Var}[\hat{TTE}_{-a}]] = \frac{1-p}{p} \frac{1}{n_T} \left( \frac{1}{n_T} \sum_{i \in \tau} \text{E}[L^2_i] - \frac{1}{n_T} \sum_{i \in \tau} \text{E}[(\frac{1}{n_T} \sum_{i \in \tau} L_i)^2] \right) + \frac{\sigma^2}{np^2}
\]

+ \frac{1-p}{p} \frac{1}{n_T} \sum_{i \in \tau} \text{E}[L^2_i] - \frac{1}{n_T} \sum_{i \in \tau} \text{E}[(\frac{1}{n_T} \sum_{i \in \tau} L_i)^2]

B.4.5 Cluster Stratified Randomized Design with Varying Treatment Fraction

\[
\text{E}[\text{Var}[\hat{TTE}_{-a}]] = \sum_{\tau \in [T]} \frac{1-p_{\tau}}{p_{\tau}} n_{\tau}^2 \left( \frac{1}{n_{\tau}} \sum_{i \in \tau} \text{E}[L^2_i] - \frac{1}{n_{\tau}} \sum_{i \in \tau} \text{E}[(\frac{1}{n_{\tau}} \sum_{i \in \tau} L_i)^2] \right) + \sum_{\tau} \frac{n_{\tau} \sigma^2}{n_{\tau}^2 p_{\tau}^2}
\]

+ \sum_{\tau \in [T]} \frac{1-p_{\tau}}{p_{\tau}} n_{\tau}^2 \sum_{i \in \tau} \text{Var}[L_i] + \sum_{\tau} \frac{n_{\tau} \sigma^2}{n_{\tau}^2 p_{\tau}^2}

+ \sum_{\tau \in [T]} \frac{(1-p_{\tau}) n_{\tau}}{p_{\tau} n_{\tau}^2 (n_{\tau} - 1)} \sum_{i \in \tau} \left( \text{E}[L_i] - \frac{1}{n_{\tau}} \sum_{j \in \tau} \text{E}[L_{ij}] \right)^2

C Variance for General Linear Estimators

We can compute the variance of a linear weighted estimator for commonly used randomizations as a function of the weights \(w_i\) and \(v_i\). This could help in choosing the randomization for a general linear weighted estimator, or choosing the weights to balance between bias and variance for a fixed randomization and estimand. As the expressions given are for a general estimator, this can be used to compute variance for the above presented estimators for the ATE and AIE.
Consider the fully general linear weighted estimator of the form
\[
\text{est}(\mathbf{w}, \mathbf{v}) = \sum_{i \in [n]} (w_i z_i Y_i(\mathbf{z}) + v_i (1 - z_i) Y_i(\mathbf{z})),
\]
where \( w_i \) and \( v_i \) are not functions of the treatment vector \( \mathbf{z} \). When we have baseline estimates available, we would instead subtract them from the outcomes when designing the estimator resulting in
\[
\text{est}_{-\alpha}(\mathbf{w}, \mathbf{v}) = \sum_{i \in [n]} (w_i z_i + v_i (1 - z_i)) (Y_i(\mathbf{z}) - \alpha_i).
\]
The variance of \( \text{est}_{-\alpha}(\mathbf{w}, \mathbf{v}) \) will in fact follow from our calculations of the variance of \( \text{est}(\mathbf{w}, \mathbf{v}) \) with the simplifying condition that all baseline parameters \( \alpha_i \) will be set to zero in the variance calculations since we have already subtracted them from the outcomes in the estimator \( \text{est}_{\alpha}(\mathbf{w}, \mathbf{v}) \).

As such we provide the calculations for the variance of \( \text{est}(\mathbf{w}, \mathbf{v}) \) as this is strictly more general. We define the following expressions
\[
L_i = (w_i - v_i)\alpha_i + w_i\beta_i + \sum_{k \in [n]} v_k \gamma_{ik} (\mathbb{I}(i, k) \in \mathcal{E})
\]
\[
H_{ij} = (w_i - v_i)\gamma_{ji} (\mathbb{I}(j, i) \in \mathcal{E}) + (w_j - v_j)\gamma_{ij} (\mathbb{I}(i, j) \in \mathcal{E}).
\]

By expanding the expressions for \( Y_i(\mathbf{z}) \) from the heterogeneous linear outcomes model and rearranging terms, we can rewrite the estimator in terms of \( L_i \) and \( H_{ij} \) according to
\[
est(\mathbf{w}, \mathbf{v}) = \sum_{i \in [n]} w_i z_i (\alpha_i + \sum_{k \in [n]} \gamma_{ki} (\mathbb{I}(k, i) \in \mathcal{E}) z_k) + \sum_{i \in [n]} v_i (1 - z_i) (\alpha_i + \sum_{k \in [n]} \gamma_{ki} (\mathbb{I}(k, i) \in \mathcal{E}) z_k)
\]
\[= \sum_{i \in [n]} v_i \alpha_i + \sum_{i \in [n]} ((w_i - v_i)\alpha_i + w_i \beta_i) z_i + \sum_{i \in [n]} \sum_{k \in [n]} (w_i - v_i) \gamma_{ki} (\mathbb{I}(k, i) \in \mathcal{E}) z_i z_k
\]
\[+ \sum_{i \in [n]} v_i \gamma_{ki} (\mathbb{I}(k, i) \in \mathcal{E}) z_k)
\]= \sum_{i \in [n]} v_i \alpha_i + \sum_{i \in [n]} ((w_i - v_i)\alpha_i + w_i \beta_i + \sum_{k \in [n]} v_k \gamma_{ik} (\mathbb{I}(i, k) \in \mathcal{E}) z_i
\]
\[+ \sum_{i < j \in [n]^2} ((w_i - v_i)\gamma_{ji} (\mathbb{I}(j, i) \in \mathcal{E}) + (w_j - v_j)\gamma_{ij} (\mathbb{I}(i, j) \in \mathcal{E}) z_i z_j
\]= \sum_{i \in [n]} v_i \alpha_i + \sum_{i \in [n]} L_i z_i + \sum_{i < j \in [n]^2} H_{ij} z_i z_j.

As a result the variance of \( \text{est}(\mathbf{w}, \mathbf{v}) \) is given by
\[
\text{Var}[\text{est}(\mathbf{w}, \mathbf{v})] = \text{Var}[\sum_{i \in [n]} L_i z_i] + 2 \text{Cov}[\sum_{i \in [n]} L_i z_i, \sum_{i < j \in [n]^2} H_{ij} z_i z_j] + \text{Var}[\sum_{i < j \in [n]^2} H_{ij} z_i z_j]
\]
\[= \sum_{i, j \in [n]^2} L_i L_j \text{Cov}[z_i, z_j] + 2 \sum_{i \in [n]} \sum_{j < k \in [n]^2} L_i H_{jk} \text{Cov}[z_i, z_j z_k] + \sum_{i < j \in [n]^2} \sum_{k < \ell \in [n]^2} H_{ij} H_{k\ell} \text{Cov}[z_i z_j, z_k z_\ell]
\]
\[= \sum_{i, j \in [n]^2} L_i L_j \text{Cov}[z_i, z_j] + 2 \sum_{i \in [n]} \sum_{j < k \in [n]^2} L_i H_{jk} \text{Cov}[z_i, z_j z_k] + \sum_{i < j \in [n]^2} \sum_{k < \ell \in [n]^2} H_{ij} H_{k\ell} \text{Cov}[z_i z_j, z_k z_\ell]
\]
\[= \sum_{i, j \in [n]^2} L_i L_j \text{Cov}[z_i, z_j] + 2 \sum_{i \in [n]} \sum_{j < k \in [n]^2} L_i H_{jk} \text{Cov}[z_i, z_j z_k] + \sum_{i < j \in [n]^2} \sum_{k < \ell \in [n]^2} H_{ij} H_{k\ell} \text{Cov}[z_i z_j, z_k z_\ell].
\]
For specific randomized designs, we simply plug in the expressions for the moments of the assignment vector \( z \).

### C.1 Completely Randomized Design

Consider the completely randomized design, which generates the treatment assignment vector \( z \) by selecting a subset of \( pn \) units to treat uniformly at random out of the size \( n \) population. The second, third, and fourth moments take value:

\[
\begin{align*}
\text{Cov}[z_i, z_j] &= \begin{cases} p(1-p) & \text{if } i = j \\ -p(1-p) & \text{if } i \neq j \end{cases} \\
\text{Cov}[z_i, z_jz_k] &= \begin{cases} -2p(1-p)(\frac{np-1}{n-1}(n-2)) & \text{if } i \notin \{j,k\}, j < k \\ 0 & \text{if } i \in \{j,k\}, j < k \end{cases}
\end{align*}
\]

The variance calculations follow by plugging the expressions for the moments and rearranging the expression algebraically,

\[
\text{Var}[\hat{\text{est}}(\mathbf{w}, \mathbf{v})] = (1-p)p \frac{n^2}{n-1} \left( \frac{1}{n} \sum_i L_i^2 - \left( \frac{1}{n} \sum_i L_i \right)^2 \right) + \frac{(1-p)p(np-1)}{(n-1)(n-2)} \left( \frac{n}{\sum_{j<k\in[n]^2} (L_j + L_k)H_{jk}} - 2 \sum_i L_i \sum_{j<k\in[n]^2} H_{jk} \right) + p \left( \frac{np-1}{n-1} \right) \left( \frac{(np-2)(np-3)}{n-3} \right) \sum_{i<j\in[n]^2} H_{ij}^2 + \frac{np(1-p)(np-1)(np-2)}{(n-1)(n-2)(n-3)} \sum_{i\in[n]} \left( \sum_{j\neq i\in[n]} H_{ij} \right)^2 + \frac{np(1-p)(np-1)}{(n-1)(n-2)} \left( 1 - \frac{np-2}{n-3} \right) \sum_{i<j\in[n]^2} H_{ij}^2.
\]

### C.2 Cluster RD

Consider the cluster randomized design, which partitions the population into clusters. Each cluster is either fully treated or fully control. The treatment assignment vector is generated by selecting a subset of \( pT \) clusters to treat uniformly at random amongst the \( T \) clusters.

We can analyze cluster RD using the equations from CRD. Let \( z' \in \{0,1\}^T \) denote the cluster treatment vector such that \( z_i = z'_{\pi(i)} \). Then the estimator can be written as a sum of \( z'_{\tau} \) for \( \tau \in T \), in particular

\[
\sum_{i\in[n]} L_i z_i = \sum_{\tau\in[T]} \sum_{i\in[n]} L_i z_i \mathbb{I}(\pi(i) = \tau) = \sum_{\tau\in[T]} \left( \sum_{i:\pi(i) = \tau} L_i \right) z'_{\tau}
\]
and
\[ \sum_{i<j \in [n]^2} H_{ij} z_i z_j = \sum_{i<j \in [n]^2} H_{ij} z_i z_j \sum_{\tau \leq \tau' \in [T]^2} \mathbb{I}(\pi(i) = \tau, \pi(j) = \tau' \text{ or } \pi(i) = \tau', \pi(j) = \tau) \]
\[ = \sum_{\tau \in [T]} \left( \sum_{i<j; \pi(i)=\pi(j)=\tau} H_{ij} \right) z'_\tau + \sum_{\tau<\tau' \in [T]^2} \left( \sum_{i<j; \{\pi(i),\pi(j)\} = \{\tau,\tau'\}} H_{ij} \right) z'_\tau z'_{\tau'}. \]

If we define the notation
\[ L'_\tau = \sum_{i; \pi(i)=\tau} L_i \quad \text{and} \quad H'_{\tau\tau'} = \sum_{i<j; \{\pi(i),\pi(j)\} = \{\tau,\tau'\}} H_{ij}, \]

it follows that
\[ \hat{\text{est}}(w, v) = \sum_{i \in [n]} v_i \alpha_i + \sum_{\tau \in [T]} (L'_\tau + H'_{\tau\tau'}) z'_\tau + \sum_{\tau<\tau' \in [T]^2} H'_{\tau\tau'} z'_\tau z'_{\tau'}. \]

We can see that the estimator looks essentially the same as an estimator which operates at the level of the clusters with the modified parameters $L'$ and $H'$. Therefore, the variance can be computed by substituting the relevant quantities into the variance calculations for completely randomized design.

\[ \text{Var}[\hat{\text{est}}(w, v)] = (1 - p)p \frac{T^2}{T-1} \left( \frac{1}{T} \sum_{\tau} (L'_\tau + H'_{\tau\tau'})^2 - \left( \frac{1}{T} \sum_{\tau} L'_\tau \right)^2 \right) \]
\[ + \frac{T(1-p)p(Tp-1)}{(T-1)(T-2)} \sum_{\tau<\tau' \in [T]^2} (L'_\tau + H'_{\tau\tau} + L'_{\tau'} + H'_{\tau'\tau}) (H'_{\tau,\tau'} + H'_{\tau'+\tau}) \]
\[ - \frac{2(1-p)p(Tp-1)}{(T-1)(T-2)} \sum_{\tau<\tau' \in [T]^2} (L'_{\tau'} + H'_{\tau'+\tau}) \sum_{\tau<\tau' \in [T]^2} (H'_{\tau',\tau} + H'_{\tau'+\tau}) \]
\[ + \frac{p(Tp-1)}{(T-1)} \left( \left( \frac{Tp-2}{T-2} \right) \frac{Tp-3}{T-3} - p \left( \frac{Tp-1}{T-1} \right) \right) \left( \sum_{\tau<\tau' \in [T]^2} (H'_{\tau,\tau'} + H'_{\tau'\tau}) \right)^2 \]
\[ + \frac{Tp(1-p)(Tp-1)(Tp-2)}{(T-1)(T-2)(T-3)} \sum_{\tau \in [T]} \left( \sum_{\tau' \neq \tau \in [T]} (H'_{\tau,\tau'} + H'_{\tau'\tau}) \right)^2 \]
\[ + \frac{Tp(1-p)(Tp-1)}{(T-1)(T-2)} \left( 1 - \frac{Tp-2}{T-3} \right) \sum_{\tau<\tau' \in [T]^2} (H'_{\tau,\tau'} + H'_{\tau'\tau})^2. \]

### C.3 Cluster stratified RD

Consider the cluster stratified randomized design, which partitions the population into clusters, and within each cluster a specified fraction of the units are treated uniformly at random amongst all units in that cluster. The assignments in different clusters are fully independent. We can rearrange the estimator and use the independence of assignments across different clusters to simplify the variance calculations. Using the definitions of $L_i$ and $H_{ij}$,

\[ \hat{\text{est}}(w, v) = \sum_{i \in [n]} v_i \alpha_i + \sum_{\tau \in [T]} \left( \sum_{i;j; \pi(i)=\tau} L_i z_i + \sum_{i<j; \pi(i)=\pi(j)=\tau} H_{ij} z_i z_j \right) + \sum_{\tau<\tau' \in [T]^2} \left( \sum_{i<j; \{\pi(i),\pi(j)\} = \{\tau,\tau'\}} H_{ij} z_i z_j \right). \]
Let us define the notation

\[ A_\tau = \sum_{i: \pi(i) = \tau} L_i z_i + \sum_{i < j: \pi(i) = \pi(j) = \tau} H_{ij} z_i z_j \quad \text{and} \quad B_{\tau\tau'} = \sum_{i < j: \{\pi(i), \pi(j)\} = \{\tau, \tau'\}} H_{ij} z_i z_j. \]

Because the assignments are independent across different clusters, the variance calculation reduces to

\[
\text{Var}[\hat{\mathbf{w}}(\mathbf{w}, \mathbf{v})] = \sum_{\tau \in [T]} \text{Var}[A_\tau] + \sum_{\tau \in [T]} \sum_{\tau' \neq \tau \in [T]} \text{Cov}[A_\tau, B_{\tau\tau'}] + \sum_{\tau < \tau' \in [T]^2} \text{Var}[B_{\tau\tau'}] \\
+ \sum_{\tau} \sum_{\tau' \neq \tau'' \neq \{\tau', \tau''\}} \text{Cov}[B_{\tau\tau'}, B_{\tau\tau''}].
\]

Observe that \( \text{Var}[A_\tau] \) is the same as the variance calculations for completely randomized design restricted to the cluster \( \tau \), such that

\[
\text{Var}[A_\tau] = (1 - p_\tau)p_\tau \frac{n_\tau^2}{n_\tau - 1} \left( \frac{1}{n_\tau} \sum_{i: \pi(i) = \tau} L_i^2 - \left( \frac{1}{n_\tau} \sum_{i: \pi(i) = \tau} L_i \right)^2 \right) \\
+ \frac{2(1 - p_\tau)p_\tau(n_\tau p_\tau - 1)}{(n_\tau - 1)(n_\tau - 2)} \left( n_\tau \sum_{i < j: \pi(i) = \pi(j) = \tau} L_i H_{ij} - \sum_{k: \pi(k) = \tau} L_k \sum_{i < j: \pi(i) = \pi(j) = \tau} H_{ij} \right) \\
+ p_\tau \left( \frac{n_\tau p_\tau - 1}{n_\tau - 1} \right) \left( \left( \frac{n_\tau p_\tau - 2}{n_\tau - 2} \right)^2 - p_\tau \left( \frac{n_\tau p_\tau - 1}{n_\tau - 1} \right)^2 \right) \sum_{i < j: \pi(i) = \pi(j) = \tau} \sum_{i < j: \pi(i) = \pi(j) = \tau} H_{ij}^2 \\
+ \frac{n_\tau p_\tau(1 - p_\tau)(n_\tau p_\tau - 1)(n_\tau p_\tau - 2)}{(n_\tau - 1)(n_\tau - 2)(n_\tau - 3)} \sum_{i: \pi(i) = \tau} \left( \sum_{j \neq \pi(j) = \tau} H_{ij} \right)^2 \\
+ \frac{n_\tau p_\tau(1 - p_\tau)(n_\tau p_\tau - 1)}{(n_\tau - 1)(n_\tau - 2)} \left( 1 - \frac{n_\tau p_\tau - 2}{n_\tau - 3} \right) \sum_{i < j: \pi(i) = \pi(j) = \tau} \sum_{i < j: \pi(i) = \pi(j) = \tau} H_{ij}^2.
\]

For \( \tau \neq \tau' \),

\[
\text{Cov}[A_\tau, B_{\tau\tau'}] = \frac{p_\tau(1 - p_\tau)p_\tau'}{n_\tau - 1} \left( \sum_{i, k: \pi(i) = \tau, \pi(k) = \tau'} L_i H_{ik} - \sum_{i: \pi(i) = \tau} L_i \sum_{h, k: \pi(h) = \tau, \pi(k) = \tau'} H_{hk} \right) \\
+ \frac{n_\tau(n_\tau p_\tau - 1)}{n_\tau - 2} \sum_{i < j: \pi(i) = \pi(j) = \tau} \sum_{k: \pi(k) = \tau'} H_{ij}(H_{ik} + H_{jk}) \\
- \frac{2(n_\tau p_\tau - 1)}{n_\tau - 2} \sum_{i < j: \pi(i) = \pi(j) = \tau} H_{ij} \sum_{h, k: \pi(h) = \tau, \pi(k) = \tau'} H_{hk} \\
- \frac{2(n_\tau p_\tau - 1)}{n_\tau - 2} \sum_{i < j: \pi(i) = \pi(j) = \tau} H_{ij} \sum_{h, k: \pi(h) = \tau, \pi(k) = \tau'} H_{hk}.
\]
For $\tau \neq \tau'$,

\[
\text{Var}[B_{\tau \tau'}] = \frac{n_{\tau} p_{\tau} (1 - p_{\tau}) n_{\tau'} p_{\tau'} (1 - p_{\tau'})}{(n_{\tau} - 1)(n_{\tau'} - 1)} \sum_{h,k: \pi(h) = \tau, \pi(k) = \tau'} H_{hk}^2 \\
+ \frac{p_{\tau} p_{\tau'} (1 - p_{\tau}) (n_{\tau} p_{\tau} - 1)}{(n_{\tau} - 1)(n_{\tau'} - 1)} \sum_{k: \pi(k) = \tau'} \left( \sum_{i: \pi(i) = \tau} H_{ik} \right)^2 \\
+ \frac{p_{\tau} p_{\tau'} n_{\tau} (1 - p_{\tau}) (n_{\tau'} p_{\tau'} - 1)}{(n_{\tau} - 1)(n_{\tau'} - 1)} \sum_{i: \pi(i) = \tau} \left( \sum_{k: \pi(k) = \tau'} H_{ik} \right)^2 \\
+ p_{\tau} p_{\tau'} \left( \left( \frac{n_{\tau'} p_{\tau'} - 1}{n_{\tau'} - 1} \right) \left( \frac{n_{\tau} p_{\tau} - 1}{n_{\tau} - 1} \right) - p_{\tau} p_{\tau'} \right) \left( \sum_{i,j: \pi(i) = \tau, \pi(j) = \tau'} H_{ij} \right)^2.
\]

For a distinct triple $\tau \neq \tau' \neq \tau''$,

\[
\text{Cov}[B_{\tau \tau'}, B_{\tau \tau''}] = \frac{p_{\tau} (1 - p_{\tau}) p_{\tau'} p_{\tau''}}{n_{\tau} - 1} \left( n_{\tau} \sum_{i,k,h: \pi(i) = \tau, \pi(k) = \tau', \pi(h) = \tau''} H_{ik} H_{ih} \right. \\
- \left. \sum_{i,k: \pi(i) = \tau, \pi(k) = \tau'} H_{ik} \sum_{j,h: \pi(j) = \tau, \pi(h) = \tau''} H_{jh} \right).
\]

The final variance of the estimator results from combining these expressions together.