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#### Abstract

We calculate the Clarke and Michel-Penot subdifferentials of the function which maps a symmetric matrix to its $m$ th largest eigenvalue. We show these two subdifferentials coincide, and are identical for all choices of index $m$ corresponding to equal eigenvalues. Our approach is via the generalized directional derivatives of the eigenvalue function, thereby completing earlier studies on the classical directional derivative.
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## 1. Introduction

Eigenvalue optimization is an important testing-ground for nonsmooth optimization theory. Optimization problems involving the eigenvalues of a real symmetric matrix arise in many applications, from engineering design to graph-partitioning: two extensive surveys are [15, 22]. More general nonsmooth optimization problems are also common in engineering (see for example [20]).

If we denote the $m$ th largest eigenvalue (counted with multiplicity) of a symmetric matrix $A$ by $\lambda_{m}(A)$, then the function $\lambda_{m}$ may be nonsmooth. Generalized subdifferentials are therefore good tools for any variational study of eigenvalues. In this paper we calculate the subdifferentials of $\lambda_{m}$ in the sense of both Clarke [3] and Michel-Penot [16]. We find they coincide, and are equal for all values of the index $m$ corresponding to the same eigenvalue.
Our calculation of the Michel-Penot subdifferential is new. The result for the Clarke subdifferential has been proved previously, by various approaches. One approach uses the characterization of the Clarke subdifferential as the convex hull of cluster points of

[^0]gradients of the function at a local set of points of full measure [6, 13]. Another approach first calculates the 'approximate' subdifferential (of Ioffe-Kruger-Mordukhovich) and then constructs its convex hull [14].
By contrast to these techniques, our approach is more elementary and direct, and emphasizes a pleasing parallel between the Michel-Penot and Clarke calculations. Our starting point is a known expression for the usual directional derivative $\lambda_{m}^{\prime}(A ; G)$. We then simply regularize this derivative in two different ways: allowing perturbations of the base matrix $A$ leads to the Clarke result, whereas allowing (suitable) perturbations of the direction matrix $G$ gives the Michel-Penot version.

## 2. Subdifferentials

Consider an open subset $\Omega$ of $\mathbf{R}^{n}$ and a function $f: \Omega \rightarrow \mathbf{R}$. Given a point $x$ in $\Omega$, the (usual or radial) directional derivative of $f$ at $x$ is the positively homogeneous function

$$
d \in \mathbf{R}^{n} \mapsto f^{\prime}(x ; d)=\lim _{t \rightarrow 0+} \frac{f(x+t d)-f(x)}{t},
$$

when this function exists-in this case we say $f$ is directionally differentiable at $x$. Assuming, henceforth, $f$ is Lipschitz near $x$, we can write the above function in the form

$$
\lim _{t \rightarrow 0+, v \rightarrow d} \frac{f(x+t v)-f(x)}{t},
$$

sometimes called the 'tangential directional derivative' of $f$ at $x$ (in the direction $d$ ).
The Clarke directional derivative is the function

$$
d \in \mathbf{R}^{n} \mapsto f^{\circ}(x ; d)=\limsup _{t \rightarrow 0+, y \rightarrow x} \frac{f(y+t d)-f(y)}{t}
$$

This function is sublinear, by which we mean convex and positively homogeneous. When it coincides with the usual directional derivative we say the function $f$ is Clarke regular (or 'strictly tangentially convex') at the point $x$. The Clarke subdifferential of $f$ at $x$ is the nonempty compact convex set

$$
\partial^{\mathrm{cl}} f(x)=\left\{s \in \mathbf{R}^{n}:\langle s, d\rangle \leq f^{\circ}(x ; d) \text { for all } d \text { in } \mathbf{R}^{n}\right\}
$$

(see [3]).
When the function $f$ is directionally differentiable throughout the set $\Omega$, we know, for all points $x$ in $\Omega$ and directions $d$ in $\mathbf{R}^{n}$,

$$
\begin{equation*}
f^{\circ}(x ; d)=\limsup _{y \rightarrow x} f^{\prime}(y ; d) \tag{2.1}
\end{equation*}
$$

(by [10, Section 2.2]). Thus the Clarke directional derivative is a 'regularized' version of the usual directional derivative, which explains the good topological behaviour of the map $x \mapsto f^{\circ}(x ; d)$.

In general, formula (2.1) may have little practical use, since even when we know the usual directional derivative explicitly, taking the lim sup may be intractable. Nevertheless, this formula will be useful for eigenvalues.

There is an alternative to the Clarke directional derivative and subdifferential, due to Michel-Penot [16, 17]. The Michel-Penot directional derivative of the function $f$ at the point $x$ is the sublinear function

$$
d \in \mathbf{R}^{n} \mapsto f^{\diamond}(x ; d)=\sup _{y \in \mathbf{R}^{n}} \limsup _{t \rightarrow 0+} \frac{f(x+t y+t d)-f(x+t d)}{t}
$$

and the Michel-Penot subdifferential of $f$ at $x$ is the set

$$
\partial^{\diamond} f(x)=\left\{s \in \mathbf{R}^{n}:\langle s, d\rangle \leq f^{\diamond}(x ; d) \text { for all } d \text { in } \mathbf{R}^{n}\right\}
$$

If $f$ is differentiable at $x$ then $\partial^{\diamond} f(x)=\{\nabla f(x)\}$ (by contrast with the Clarke version), but on the other hand the multifunction $\partial^{\diamond} f(\cdot)$ does not enjoy the various continuity properties of $\partial^{\mathrm{cl}} f(\cdot)$.

Clearly in general we have

$$
f^{\prime}(x ; \cdot) \leq f^{\diamond}(x ; \cdot) \leq f^{\circ}(x ; \cdot)
$$

so $\partial^{\diamond} f(x) \subset \partial^{\text {cl }} f(x)$. If the function $f$ is positively homogeneous then it is easy to check

$$
\begin{equation*}
f^{\circ}(0 ; d)=f^{\diamond}(0 ; d)=\sup _{y \in \mathbf{R}^{n}}\{f(y+d)-f(y)\} \tag{2.2}
\end{equation*}
$$

for any direction $d$ in $\mathbf{R}^{n}$ (cf. [10]), and hence $\partial^{\diamond} f(0)=\partial^{\text {cl }} f(0)$. Finally, note $f^{\prime}(x ; \cdot)=$ $f^{\diamond}(x ; \cdot)$ if and only if the usual directional derivative exists and is convex (cf. [16]).

## Sublinear majorants

We have seen that the Michel-Penot and Clarke directional derivatives are sublinear majorants of the ordinary directional derivative. In general, any positively homogeneous Lipschitz function $p: \mathbf{R}^{n} \rightarrow \mathbf{R}$ has a 'best' sublinear majorant ${ }^{*} p: \mathbf{R}^{n} \rightarrow \mathbf{R}$, defined, for any direction $d$ in $\mathbf{R}^{n}$, by

$$
{ }^{*} p(d)=\sup _{y \in \mathbf{R}^{n}}\{p(y+d)-p(y)\}
$$

Clearly * $p$ is a sublinear majorant of $p$, and is the smallest such function $h$ satisfying the condition

$$
p(y+d) \leq p(y)+h(d) \quad \text { for all } y \text { and } d \text { in } \mathbf{R}^{n} .
$$

Equation (2.2) shows that * $p$ is just the Clarke (or Michel-Penot) directional derivative of $p$ at the origin. See [10] and the references therein for more on this operation, as well as [ $7,8,19$ ]. If the function $f$ is directionally differentiable at the point $x$ then

$$
\begin{equation*}
f^{\diamond}(x ; d)=\sup _{y \in \mathbf{R}^{n}}\left\{f^{\prime}(x ; d+y)-f^{\prime}(x ; y)\right\}, \tag{2.3}
\end{equation*}
$$

for all directions $d$ in $\mathbf{R}^{n}$ ([17, Lemma 1.3]). Thus the Michel-Penot directional derivative is the 'best' sublinear majorant of the usual directional derivative:

$$
f^{\diamond}(x ; \cdot)={ }^{*}\left(f^{\prime}(x ; \cdot)\right)
$$

If, on the other hand, the usual directional derivative fails to exist, one has to rely directly on the definition. As we shall see, this is not the case for the eigenvalue functions we consider.

## 3. Eigenvalues

We denote the inner product space of $n \times n$ real symmetric matrices by $\mathbf{S}^{n}$, where the inner product of two matrices $A$ and $B$ in $\mathbf{S}^{n}$ is $\langle A, B\rangle=\operatorname{tr} A B$. We write the $m$ th largest eigenvalue of $A$ (counted with multiplicity) as $\lambda_{m}(A)$ (for $m=1,2, \ldots, n$ ). Thus the function $\lambda_{m}$ is positively homogeneous.

It is well-known that the function $\sigma_{m}=\sum_{1}^{m} \lambda_{i}$ is sublinear: indeed, it is the support function of the set

$$
\begin{equation*}
\left\{C \in \mathbf{S}^{n}: C \text { and } I-C \text { are positive semidefinite, } \operatorname{tr} C=m\right\} \tag{3.1}
\end{equation*}
$$

(see, for example, [11] or [18]). Thus $\lambda_{1}$ is convex, $\lambda_{n}$ is concave, and $\lambda_{m}$ is the difference of two finite convex functions, $\sigma_{m}$ and $\sigma_{m-1}$, for $1<m<n$. In particular, $\lambda_{m}$ is Lipschitz. (In fact the Lipschitz constant is 1.)

Associated with a fixed matrix $A$ in $\mathbf{S}^{n}$ and a fixed index $m$ are two other indices, $\hat{m}$ and $\bar{m}$, defined by

$$
\hat{m}=\min \left\{i: \lambda_{i}(A)=\lambda_{m}(A)\right\}, \quad \text { and } \quad \bar{m}=\max \left\{i: \lambda_{i}(A)=\lambda_{m}(A)\right\}
$$

Thus

$$
\lambda_{\hat{m}-1}(A)>\lambda_{\hat{m}}(A)=\cdots=\lambda_{m}(A)=\cdots=\lambda_{\bar{m}}(A)>\lambda_{\bar{m}+1}(A)
$$

(appropriately understood when $\hat{m}=1$ or $\bar{m}=n$ ). Corresponding to $A$, fix an orthogonal matrix $U$ diagonalizing $A$, which is to say satisfying

$$
\begin{equation*}
U^{T} A U=\operatorname{Diag}\left(\lambda_{1}(A), \lambda_{2}(A), \ldots, \lambda_{n}(A)\right) \tag{3.2}
\end{equation*}
$$

and let $U_{m}$ be the submatrix of $U$ consisting of the columns indexed by $\hat{m}, \hat{m}+1, \ldots, \bar{m}$.

Theorem 3.3 (Directional derivatives). Any matrix $H$ in $\mathbf{S}^{n}$ satisfies

$$
\begin{equation*}
\lambda_{m}^{\prime}(A ; H)=\lambda_{m-\hat{m}+1}\left(U_{m}^{T} H U_{m}\right) \tag{3.4}
\end{equation*}
$$

Furthermore, the sum of the eigenvalues coinciding with $\lambda_{m}$ at $A$,

$$
\sum_{i=\hat{m}}^{\bar{m}} \lambda_{i}
$$

is analytic near $A$.
Formula (3.4) follows easily from expressions for the directional derivative of the eigenvalue sum $\sigma_{m}$ appearing in [11, 18]. The analyticity result appears in [21].

Observe that if $\hat{m}=m$ then the above result shows $\sigma_{m-1}$ is analytic near $A$, and since $\sigma_{m}$ is convex we deduce $\lambda_{m}$ is Clarke regular at $A$. (In fact the converse is also true [14].) A similar argument shows $-\lambda_{m}$ is Clarke regular at $A$ if $\bar{m}=m$ (and the converse is again true). In particular, $\lambda_{\hat{m}}$ and $-\lambda_{\bar{m}}$ are both Clarke regular at $A$.

## 4. Subdifferentials at zero

We begin our subdifferential calculations by computing directional derivatives of the $m$ th largest eigenvalue $\lambda_{m}$ at zero. We know these directional derivatives are sublinear approximants of $\lambda_{m}$, so we start with some cruder estimates.

Clearly we have the following sublinear majorants of $\lambda_{m}$, for all $m$ :

$$
\lambda_{m} \leq \frac{\sigma_{m}}{m} \leq \lambda_{1}
$$

Furthermore, for $m<n$ we have the concave minorants

$$
\lambda_{m} \geq \frac{\sigma_{n}-\sigma_{m}}{n-m} \geq \lambda_{n}
$$

Proposition 4.1. If $1<m<n$, the function $\lambda_{m}$ has no linear minorant or majorant.
Proof: Suppose the matrix $C$ in $\mathbf{S}^{n}$ satisfies

$$
\langle C, G\rangle \leq \lambda_{m}(G) \quad \text { for all } G \text { in } \mathbf{S}^{n}
$$

Choose an orthogonal matrix $U$ diagonalizing $C$ :

$$
U^{T} C U=\operatorname{Diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right) \quad \text { for some vector } c \text { in } \mathbf{R}^{n}
$$

Then by choosing $G=U(\operatorname{Diag} x) U^{T}$ in the above inequality (for vectors $x$ in $\mathbf{R}^{n}$ ), we deduce

$$
c^{T} x \leq \lambda_{m}(\operatorname{Diag} x)
$$

Now choosing $x$ to be each standard basis vector in turn shows $c \leq 0$, but choosing $x=(-1,-1, \ldots,-1)$ gives a contradiction. The argument for majorants is similar.

The above result shows the convex and concave subdifferentials

$$
\begin{aligned}
\partial \lambda_{m}(A) & =\left\{C \in \mathbf{S}^{n}:\langle C, G-A\rangle \leq \lambda_{m}(G)-\lambda_{m}(A) \text { for all } G \in \mathbf{S}^{n}\right\}, \\
-\partial\left(-\lambda_{m}\right)(A) & =\left\{C \in \mathbf{S}^{n}:\langle C, G-A\rangle \geq \lambda_{m}(G)-\lambda_{m}(A) \text { for all } G \in \mathbf{S}^{n}\right\}
\end{aligned}
$$

are both empty at $A=0$, when $1<m<n$. A similar argument shows the same result at an arbitrary matrix $A$ in $\mathbf{S}^{n}$, and furthermore, that these subdifferentials remain empty at $A$ for any function having the form $\lambda_{m}(\cdot)+o(\cdot-A)$ near $A$. Geometrically, the functions $\lambda_{m}$ are very 'bumpy'.

Recall (cf. (3.1)) the formula for the convex subdifferential of $\lambda_{1}$ at zero:

$$
\partial \lambda_{1}(0)=\left\{C \in \mathbf{S}^{n}: C \text { positive semidefinite, } \text {, } C=1\right\} .
$$

Notice $\partial \lambda_{1}(0)=-\partial\left(-\lambda_{n}\right)(0)$.

Theorem 4.2 (Subdifferentials at zero). The Clarke and Michel-Penot subdifferentials of the $m$ th largest eigenvalue $\lambda_{m}$ for $m=1,2, \ldots, n$ all coincide at zero:

$$
\partial^{\triangleright} \lambda_{m}(0)=\partial^{\mathrm{cl}} \lambda_{m}(0)=\partial \lambda_{1}(0)
$$

Proof: The first equality follows from the positive homogeneity of $\lambda_{m}$ (see formula (2.2)). To prove the result we, therefore, need to show any matrix $G$ in $\mathbf{S}^{n}$ satisfies

$$
\lambda_{m}^{\diamond}(0 ; G)=\lambda_{1}^{\prime}(0 ; G)
$$

or, using formula (2.2),

$$
\begin{equation*}
\sup _{H \in \mathbf{S}^{n}}\left\{\lambda_{m}(H+G)-\lambda_{m}(H)\right\}=\lambda_{1}(G) . \tag{4.3}
\end{equation*}
$$

On the one hand, the inequality

$$
\lambda_{m}(H+G) \leq \lambda_{m}(H)+\lambda_{1}(G)
$$

is a classical inequality of Weyl (see [12, Theorem 4.3.7], or [1]). To see the supremum is attained, choose an orthogonal matrix $U$ with $U^{T} G U=\operatorname{Diag} \lambda(G)$ and any real $\alpha>\lambda_{1}(G)-\lambda_{n}(G)$. Then if we set

$$
H=U \operatorname{Diag}(0,0, \ldots, 0, \underbrace{\alpha, \alpha, \ldots, \alpha}_{m-1 \text { terms }}) U^{T}
$$

we deduce

$$
\lambda_{m}(H+G)-\lambda_{m}(H)=\lambda_{m}\left(U^{T}(H+G) U\right)-0=\lambda_{m}(\operatorname{Diag} d)
$$

where $d \in \mathbf{R}^{n}$ is the vector

$$
\left(\lambda_{1}(G), \lambda_{2}(G), \ldots, \lambda_{n-m+1}(G), \lambda_{n-m+2}(G)+\alpha, \lambda_{n-m+3}(G)+\alpha, \ldots, \lambda_{n}(G)+\alpha\right)
$$

The right-hand side of the equation is just the $m$ th largest component of $d$, which is $\lambda_{1}(G)$, as required.

## 5. Subdifferentials away from zero

The Michel-Penot and Clarke subdifferentials of the $m$ th largest eigenvalue $\lambda_{m}$ coincide at zero simply by positive homogeneity. Away from zero, their equality is no longer immediate. To prove these two subdifferentials are indeed equal we make the following steps for a fixed matrix $A$ in $\mathbf{S}^{n}$.

- Use formula (3.4) to identify the usual directional derivative $\lambda_{m}^{\prime}(A ; \cdot)$.
- Calculate the best sublinear majorant of $\lambda_{m}^{\prime}(A ; \cdot)$ (which is exactly the Michel-Penot directional derivative $\lambda_{m}^{\diamond}(A ; \cdot)$ ), using formula (2.3).
- Regularize $\lambda_{m}^{\prime}(A ; \cdot)$, using formula (2.1), to identify the Clarke directional derivative $\lambda_{m}^{\circ}(A ; \cdot)$.

In general, $\lambda_{m}(A)$ belongs to a block of equal eigenvalues. The leading eigenvalue in this block is $\lambda_{\hat{m}}$, and its usual directional derivative at $A$ is sublinear, by formula (3.4). We show its subdifferential coincides exactly with the Michel-Penot and Clarke subdifferentials of $\lambda_{m}$ at $A$.

Theorem 5.1 (Michel-Penot Subdifferential). The Michel-Penot subdifferentials of the eigenvalues $\lambda_{m}$ at a matrix $A$ in $\mathbf{S}^{n}$ coincide for all choices of $m$ corresponding to equal eigenvalues:

$$
\partial^{\diamond} \lambda_{m}(A)=\partial\left(\lambda_{\hat{m}}^{\prime}(A, \cdot)\right)(0) \quad \text { for all } m
$$

Proof: We wish to show that any matrix $G$ in $\mathbf{S}^{n}$ satisfies

$$
\lambda_{m}^{\diamond}(A ; G)=\lambda_{\hat{m}}^{\prime}(A ; G)
$$

(since $\lambda_{\hat{m}}^{\prime}(A ; \cdot)$ is sublinear). By formula (2.3), this is equivalent to

$$
\sup _{H \in \mathbf{S}^{n}}\left\{\lambda_{m}^{\prime}(A ; H+G)-\lambda_{m}^{\prime}(A ; H)\right\}=\lambda_{\hat{m}}^{\prime}(A ; G)
$$

Choose an orthogonal matrix $U$ diagonalizing $A$ as in Eq. (3.2). Then the directional derivative formula (3.4), applied in turn to $\lambda_{m}$ and to $\lambda_{\hat{m}}$, shows the equation above is equivalent to

$$
\sup _{H \in \mathbf{S}^{n}}\left\{\lambda_{m-\hat{m}+1}\left(U_{m}^{T}(H+G) U_{m}\right)-\lambda_{m-\hat{m}+1}\left(U_{m}^{T} H U_{m}\right)\right\}=\lambda_{1}\left(U_{m}^{T} G U_{m}\right) .
$$

Since any matrix $F$ in $\mathbf{S}^{\bar{m}-\hat{m}+1}$ satisfies

$$
U_{m}^{T}\left(U_{m} F U_{m}^{T}\right) U_{m}=F
$$

this is equivalent to

$$
\sup _{F \in \mathbf{S}^{\tilde{n}-\hat{m}+1}}\left\{\lambda_{m-\hat{m}+1}\left(F+U_{m}^{T} G U_{m}\right)-\lambda_{m-\hat{m}+1}(F)\right\}=\lambda_{1}\left(U_{m}^{T} G U_{m}\right),
$$

and this follows from the proof of Theorem 4.2-see Eq. (4.3).
It is not difficult to see

$$
\partial\left(\lambda_{\hat{m}}^{\prime}(A ; \cdot)\right)(0)=-\partial\left(-\lambda_{\bar{m}}^{\prime}(A ; \cdot)\right)(0) .
$$

The next result gives a clearer interpretation of our calculation above. We use the notation conv to denote the convex hull of a set.

Proposition 5.2. For any matrix $A$ in $\mathbf{S}^{n}$, denote the eigenspace corresponding to the mth largest eigenvalue $\lambda_{m}(A)$ by $\mathbf{E}_{m}(A) \subset \mathbf{R}^{n}$. Then

$$
\partial\left(\lambda_{\hat{m}}^{\prime}(A ; \cdot)\right)(0)=\operatorname{conv}\left\{x x^{T}: x \in \mathbf{E}_{m}(A),\|x\|=1\right\}
$$

Proof: We wish to show that any matrix $G$ in $\mathbf{S}^{n}$ satisfies

$$
\lambda_{\hat{m}}^{\prime}(A ; G)=\max \left\{\left\langle G, x x^{T}\right\rangle: x \in \mathbf{E}_{m}(A),\|x\|=1\right\}
$$

As in the proof of the previous result, we can write this

$$
\lambda_{1}\left(U_{m}^{T} G U_{m}\right)=\max \left\{x^{T} G x: x \in \mathbf{E}_{m}(A),\|x\|=1\right\}
$$

Since the columns of the matrix $U_{m}$ are an orthonormal basis for $\mathbf{E}_{m}(A)$, the right-hand side is

$$
\max \left\{\left(U_{m} y\right)^{T} G\left(U_{m} y\right): y \in \mathbf{R}^{\hat{m}-\bar{m}+1},\|y\|=1\right\}
$$

which equals the left-hand side.
We end this section with our main result.

Theorem 5.3 (Michel-Penot and Clarke Subdifferentials). For any matrix A in $\mathbf{S}^{n}$ with eigenspace $\mathbf{E}_{m}(A) \subset \mathbf{R}^{n}$ corresponding to the mth largest eigenvalue $\lambda_{m}(A)$, the MichelPenot and Clarke subdifferentials of $\lambda_{m}$ at $A$ are equal:

$$
\begin{equation*}
\partial^{\diamond} \lambda_{m}(A)=\partial^{\mathrm{cl}} \lambda_{m}(A)=\operatorname{conv}\left\{x x^{T}: x \in \mathbf{E}_{m}(A),\|x\|=1\right\} \tag{5.4}
\end{equation*}
$$

These subdifferentials all coincide for all choices of m corresponding to equal eigenvalues.
Proof: We know $\partial^{\triangleright} \lambda_{m}(A) \subset \partial^{\text {cl }} \lambda_{m}(A)$. For the opposite inclusion, fix a matrix $G$ in $\mathbf{S}^{n}$ and an index $m$. By the regularization formula (2.1) there is a sequence of matrices $A_{k}$ approaching $A$ in $\mathbf{S}^{n}$ with

$$
\lambda_{m}^{\circ}(A ; G)=\lim _{k \rightarrow \infty} \lambda_{m}^{\prime}\left(A_{k} ; G\right)
$$

By taking a subsequence we can assume the set of indices

$$
\left\{i: \lambda_{i}\left(A_{k}\right)=\lambda_{m}\left(A_{k}\right)\right\}
$$

is independent of the index $k$ : we denote it by $I$. Since the eigenvalues $\lambda_{i}$ are all continuous, observe

$$
\begin{equation*}
I \subset\{\hat{m}, \hat{m}+1, \ldots, \bar{m}\} \tag{5.5}
\end{equation*}
$$

For each $k$ choose an orthogonal matrix $U^{k}$ diagonalizing $A_{k}$ : that is,

$$
\left(U^{k}\right)^{T} A_{k} U^{k}=\operatorname{Diag} \lambda\left(A_{k}\right)
$$

Again taking a subsequence we can assume $U^{k}$ approaches an orthogonal matrix $U$ which diagonalizes $A$, since $\lambda$ is continuous: $U^{T} A U=\operatorname{Diag} \lambda(A)$.

Denote the submatrices of $U$ and $U^{k}$ with columns indexed by $I$ by $U_{I}$ and $U_{I}^{k}$. Now, by the Directional Derivatives Theorem (3.3),

$$
\lambda_{m}^{\prime}\left(A_{k} ; G\right) \leq \lambda_{1}\left(\left(U_{I}^{k}\right)^{T} G U_{I}^{k}\right) \rightarrow \lambda_{1}\left(U_{I}^{T} G U_{I}\right)
$$

If, as usual, we denote by $U_{m}$ the submatrix of $U$ with columns indexed by the right-hand side set in inclusion (5.5), then we see

$$
\begin{aligned}
\lambda_{1}\left(U_{I}^{T} G U_{I}\right) & =\max _{\|z\|=1}\left(U_{I} z\right)^{T} G\left(U_{I} z\right) \\
& \leq \max _{\|y\|=1}\left(U_{m} y\right)^{T} G\left(U_{m} y\right) \\
& =\lambda_{1}\left(U_{m}^{T} G U_{m}\right) \\
& =\lambda_{\hat{m}}^{\prime}(A ; G)
\end{aligned}
$$

as in the proof of Theorem 5.1, whence

$$
\lambda_{m}^{\circ}(A ; G) \leq \lambda_{\hat{m}}^{\prime}(A ; G)
$$

Since the matrix $G$ was arbitrary, we deduce

$$
\partial^{\mathrm{cl}} \lambda_{m}(A) \subset \partial\left(\lambda_{\hat{m}}^{\prime}(A ; \cdot)\right)(0)
$$

and the result now follows by Theorem 5.1 and Proposition 5.2. (Alternatively, a more direct calculation also shows the opposite inclusion.)

## 6. Comparison with earlier results

We can write the Clarke derivative formula (5.4) as

$$
\lambda_{m}^{\circ}(A ; G)=\max \left\{x^{T} G x: x \in \mathbf{E}_{m}(A),\|x\|=1\right\}
$$

a result first observed by Cox and Overton [6]. (A weaker inequality appeared in [9].) One proof of this result appears in [13], based on the almost-everywhere differentiability of $\lambda_{m}$. An alternative approach is developed in [14], this time via the Ioffe-KrugerMordukhovich 'approximate subdifferential'. Our approach here is more elementary than either. The Michel-Penot result is, to our knowledge, new.

Cox [4] considered a continuously differentiable function $F: \mathbf{R}^{k} \rightarrow \mathbf{S}^{n}$, and studied the Clarke subdifferential of the composite function $\lambda_{m} \circ F$ (see also [2, 5] for related work). A rather complex argument leads to an exact formula when the eigenvalue of interest is the first or last in a block of equal eigenvalues, and just an inclusion otherwise: in our notation, for any index $m$ and any points $p$ and $d$ in $\mathbf{R}^{k}$, setting $A=F(p)$, the result is

$$
\begin{aligned}
\left(\lambda_{\hat{m}} \circ F\right)^{\circ}(p ; d) & =\left(\lambda_{\bar{m}} \circ F\right)^{\circ}(p ; d) \\
& =\max \left\{x^{T}\left(F^{\prime}(p) d\right) x: x \in \mathbf{E}_{m}(A),\|x\|=1\right\} \\
& \leq\left(\lambda_{m} \circ F\right)^{\circ}(p ; d)
\end{aligned}
$$

This now follows immediately from formula (5.4) by using the standard chain rule for the Clarke subdifferential (see [3]). Since, as we have observed, both $\lambda_{\hat{m}}$ and $-\lambda_{\bar{m}}$ are Clarke regular at $A$, the chain rule is exact for these eigenvalues, whereas in general it shows only an inclusion. The Michel-Penot subdifferential would permit a similar approach using a general differentiable function $F$.

One nice application of our main result, formula (5.4), is a transparent derivation of a well-known isotonicity property of eigenvalues (see [12, p. 181]): for matrices $X$ and $Y$ in $\mathbf{S}^{n}$,

$$
X \succeq Y \Rightarrow \lambda(X) \geq \lambda(Y)
$$

(where $X \succeq Y$ means $X-Y$ is positive semidefinite). To see this, note that for any index $m$ the Lebourg Mean Value Theorem [3] implies the existence of a matrix $Z$ in $\mathbf{S}^{n}$ such that

$$
\begin{aligned}
\lambda_{m}(X)-\lambda_{m}(Y) & \in\left\langle\partial \lambda_{m}(Z), X-Y\right\rangle \\
& =\operatorname{conv}\left\{\left\langle x x^{T}, X-Y\right\rangle: x \in \mathbf{E}_{m}(Z),\|x\|=1\right\} \\
& =\operatorname{conv}\left\{x^{T}(X-Y) x: x \in \mathbf{E}_{m}(Z),\|x\|=1\right\} \\
& \subset \mathbf{R}_{+},
\end{aligned}
$$

whence the result.
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