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Scribe: Raphael Louca

Last time, we introduced the Method of Centers of Gravity (MCG) and the Ellipsoid Method
of Yudin and Nemirovski (1976) and Shor (1977), which is a simple modification of MCG.

We represent an ellipsoid by
E(B,y):={r € R": (z—y) B ' (z —y) < 1},

where y € R", and B = BT € R™" is symmetric positive definite.

Observe that C' = [-1,1]" C E(nl,0) = {z e R":2":[2 <1} = {z € R" : [|z] < V/n}
(Figure 1). Hence, if Ey = E(nlI,0), then (Ep, *) is a localizer and vol(Ey) < (24/n)™.

N

vn

~_

Figure 1: E(nl,0) ={z € R": 2"z <1} ={z € R" : ||z|]» < V/n}.
The Ellipsoid Method Algorithm:
e Initialize with Ey = E(nl,0), z = *.

e At iteration k, we are given a localizer (Ey, zx), where Ey = E(By, zx) and zy, is the center
of gravity of Ej. Call the oracle at x.

o If z;, ¢ GNint(C), the oracle returns a separating hyperplane G C {x : v} x < v/ 23}
Set zpy1 1= 2k, ap ‘= Vg.

o If x;, € G N int(C), the oracle returns f(xy), g(xg) € Of (xk).
Set zjy1 := argmin{ f(zx), f(zx)}, and ay := g(z).

e Set Ej,; to be the minimum volume ellipsoid containing E,im ={x € Ey :al v < a] z}
(Figure 2).



e Stop if vol(Ex.1) < 0™ and 21 = * (then G = () or if 23,1 € G and vol(Eyi1) < (€0)™
(then €(zg41, f, G) < €).
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Figure 2: Ellipsoid Method

Proposition 1. For every k, (Ej, zx) is a localizer of (f,G).

Proof. The proof is exactly analogous to the proof of the Method of Centers of Gravity from
last lecture (i.e., Proposition 2). O

Proposition 2. Fy.; = F(Bgi1, Tg+1), where

Bkak Bkaka;—Bk
Thtl = Tk — T~ =) Bry1 =0 Bk_UT—
V ay, Byay, g Byay,

a1 __n? _ 2
WlthT—m,é—m,&ﬂdO’—m.

Note that we are always assuming that n > 1. In fact, we will prove a stronger proposition for
which Proposition 2 is a special case (o = 0).

Proposition 3. Let £ = E(B,y) and —% < a < 1. Then the minimum volume ellipsoid
containing E, = {r € E:a'x <a'y—aVva'Ba} is B, := E(By,y,), where

Baa' B Ba
B+:5(B—aaTBa> and y+:y—7\/m.
Here, 7 = 1+ na 0= M and o = 2(1 + na) Moreover
T on4+10 7T 21 C (n+ 1)1+ a) ’
vol(E.) n n? O\ oy n=1
= 1-— 1-— )
vol(E) n+1 (n2 -1 (1=a)(l-a%)=

This is at most exp (—ﬁ) if > 0.
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Figure 3: Minimum Volume Ellipsoid. If a < —%, E,. =F.

We'll prove Proposition 3 next time using the following Lemmata.
Lemma 1. Let B = B € R™" be symmetric positive definite. Then:

(a) B has a unique symmetric positive definite square root, denoted by B'/2, satisfying
B'/2B'? = B.

(b) E(B,y) ={y+B"w: Jwlls < 1}.
(c) vol(E(B,y)) = y/det(B) vol(unit ball).

(d) For any 0 # a € R", a'z is maximized /minimized over E(B,y) at y+ \/% with optimal
values a'y + Va' Ba.
Proof.

(a) Write B = QDQ", with Q orthogonal (the columns of @ are the eigenvectors of B) and D
diagonal (the diagonal entries are the eigenvalues of B). Then, set D'/? to be the diagonal
matrix containing the positive square roots of the eigenvalues and set B2 = QDY2QT.
Check that B = BY/2B'/2. We will not prove uniqueness here.

(b) Write B™Y/2 = (BY/2)~! = (B~Y)Y2. If v = y + BY?w, |jw|| < 1, then
(x—y)" Bz —y)=w' BVA(BV?*BY) By =wTw < 1.

Conversely, if (z —y)'B ' (z —y) = (x — y)'B~Y2B72(z —y) < 1. Define w :=
B~Y2(z — y) and note that

lwll = 1B~z — y)Il < 1.



(¢) vol(E(B,y)) = vol({y+B"?w : |jw|| < 1} = det B'/? vol(unit ball) = y/det(B) vol(unit ball).
(d) Note that

max{a'z: 2 € E(B,y)} = max{a' (y + BY?w) : [|w| <1}
= a'y 4+ max{a' BYw : |w| < 1}

2aTy + |BY 2l
where (7) follows by setting w = Hg—gz\\ = %, whence the result for maximizing.

Similarly for minimizing. This gives both the optimal value and the optimizing point.
g

Lemma 2. (Sherman - Morrison - Woodbury) Let A € R™" be invertible and U, V' € R™**,
where k£ < n. Then

(a) det(A+UVT) =det(A)det(I, + VTATIU).
(b) A+ UV is invertible if and only if I, + VT A71U is invertible.
(c) If this holds,
(A+UVH) T =A" AU+ VAT VTAT

rank<k

Proof.
(a) Consider

A Ul _[A+UuvT U|[ L, o0
VT |~ o L||-VT L
[ 1, o0]JA U
T |=vTAT L |0 L+VvTATWw|

By taking determinants of the two RHS, we conclude that det(A+UV ") = det(A) det(Iy+
VTATIU).

(b) Follows trivially from (a).
(c) Define B := I;, + V" A71U. Then from the equations above,

A+uvt Ul [ L, ol[A Ul[ L. o]
0 L~ |-vTat 1|0 B||-VT 1| -

By inverting both sides of the equation, we have,

(A+U0vhH=t —(A+uvhH Ul [ 1, 0]]At —AWUB™! I, 0
0 I T =VT L]0 B! VTATY L]

The top left hand block gives the desired result.
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Next time, we will prove Proposition 3. We will first show that E, contains E, and then sketch

: SIS —._ _ a T e
the proof of its minimality. Define @ := T and note that @' Ba = 1. Therefore, by Lemma

1, -1<a'(zx—y) <1, forall z € E. Then,

a"y —avaT Ba is equivalent to

Therefore, € E, if and only if (z —y)'B'(z —y) < land -1 < a@a'(z —y) < —a or
equivalently, (@' (x —y) + a)(@' (z — y) + 1) < 0. Thus we have two quadratics.



