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The Complexity of Pivoting Algorithms
The example last time, with similar examples for most variants of the simplex method, gives

a discouraging view of the efficiency of pivoting algorithms.
These examples show bad worst-case behavior of such methods, but they seem to work well

in practice, typically taking a linear (in the dimensions) number of steps. Can we explain this?
We are going to discuss this question from two points of view:

(i) The diameter of polyhedra.
(See the books by Ziegler and Kalai-Ziegler on reserve.)
(ii) Polynomial expected behavior of a pivoting algorithm.
(See Prof. Todd’s paper “Polynomial expected behavior ...” on reserve and on the homepage.)

Definition 1 A polytope is the convex hull of a finite number of points: P =
{
V λ : eT λ = 1, λ ≥ 0

}
,

for some V ∈ Rd×k, where d is the dimension.
A polyhedron is the intersection of a finite number of halfspaces: P =

{
x ∈ Rd : Ax ≤ b

}
,

for some A ∈ Rn×d, b ∈ Rn.

Remark 1 A bounded polyhedron is a polytope and vice versa.

Definition 2 Given a d-dimensional polyhedron P , v ∈ P is a vertex of P if for some
c ∈ Rd, argmin

{
cT x : x ∈ P

}
= {v}. For two vertices v and w, v is adjacent to w in

P and [v, w] = {(1− λ)v + λw : 0 ≤ λ ≤ 1} is an edge of P if there is some c ∈ Rd with
argmin

{
cT x : x ∈ P

}
= [v, w].

Definition 3 A path in P from v to w of length k is a sequence v = v0, v1, ..., vk = w, with
vi−1 and vi adjacent for i = 1, ..., k. The distance from v to w in P is the length of the shortest
such path, dP (v, w).

Definition 4 The diameter of P is the largest such distance,
δ(P ) := max {dP (v, w) v and w are vertices of P}

P is neighborly (or 1-neighborly) if every two vertices are adjacent, so δ(P ) = 1.

The diameter of a polyhedron being “small” implies that some simplex variant may be
“efficient”; the diameter of a polyhedron being “large” implies that all simplex variants must
be “bad”.
Clearly, δ([0, 1]d) = d, δ(conv {±ei, i = 1, ..., n}) = 2, and δ(

{
x ∈ Rd : x ≥ 0, eT x ≤ 1

}
) = 1.

The first is the cube, the second the cross-polytope (octahedron in dimension 3) and the third
the simplex. One might guess the simplex is the only neighborly polytope.

Definition 5 Choose any n ≥ d + 1, and n points on the moment curve {(t; t2; ...; td), t ∈ R}
corresponding to t1 < t2 < ... < tn. Their convex hull is called a cyclic polytope, P .
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Lemma 1 The point (t; t2; ...; td) lies on the hyperplane H =
{
x ∈ Rd : a1x1 + ... + adxd = −a0

}
if and only if p(t) := a0 + a1t + ... + adt

d vanishes, and on its positive side{
x ∈ Rd : a1x1 + ... + adxd > −a0

}
iff p(t) > 0, and on its negative side {x ∈ R : a1x1 + ... + adxd < −a0}

iff p(t) < 0.

Remark 2 We say H corresponds to P .

Theorem 1 For any d ≥ 4, there are neighborly polytopes with arbitrarily many vertices.

Proof: Using Lemma 1 and the definitions, we first show that each point vi = (ti; t
2
i ; ...; t

d
i )

is a vertex of P . Consider pi(t) = (t− ti)
2, which is equal to 0 for t = ti, and positive for t 6= ti.

This gives a corresponding hyperplane, and hence an objective function, with ci showing vi a
vertex. Next, each pair of points (vi, vj) defines an edge, since pij(t) := (t − ti)

2(t − tj)
2 is

equal to 0 for t = ti or tj, and positive otherwise. This gives us the desired objective function
showing [vi, vj] an edge: any convex combination x of the vertices must have pij(x) positive
unless the weights on all vertices except vi and vj are zero. Note that we can only use this in
Rd for d ≥ 4, since pij has degree 4.

Note: The cyclic polytope has every vertex with n − 1 incident edges, compared to d for a
simple polyhedron (i.e., nondegenerate in the LP sense), so it is massively degenerate, hence
maybe not so good for the simplex method, even if it is neighborly.

The cyclic polytope with n vertices in Rd (n ≥ d + 1):
If d ≥ 4, it has the maximum number of edges

(
n
2

)
;

If d ≥ 6, it has the maximum number of 2-dimensional faces
(

n
3

)
(since we can use (t −

ti)
2(t− tj)

2(t− tk)
2 for any i, j, k);

......
In general, it has the maximum number of bd

2
c − 1-dimensional faces

(
n
b d

2
c

)
. In fact,

Theorem 2 (Upper Bound Theorem of McMullen) The cyclic polytope has the maximum num-

ber of any dimensional face, and it has
(

n−b d+1
2

c
n−d

)
+

(
n−b d+2

2
c

n−d

)
(d−1)-dimensional faces (facets).

Consider a bounded polyhedron with 0 in its interior, P :=
{
x : ai

T x ≤ 1, for i = 1, ..., n
}
.

Consider P ∗ :=
{
y : xT y ≤ 1, all x ∈ P

}
, the polar of P . Then P ∗ = conv({a1, ..., an}) Also,

P ∗∗ = P . The k-dimensional faces of P ⇔ (d− k + 1)-dimensional faces of P ∗.
So the polar of a cyclic polytope (translated so that 0 lies in its interior) gives a bounded

polyhedron defined by n inequalities with
(

n−b d+1
2

c
n−d

)
+

(
n−b d+2

2
c

n−d

)
(the maximum number of)

vertices. This is super-exponential.
Let ∆(d, n) := max {δ(P ) : P is a d-dimensional polyhedron with n facets},
∆b(d, n) := max {δ(P ) : P is a bounded d-dimensional polyhedron with n facets}.

Hirsch conjecture, 1957: ∆(d, n) ≤ n− d (shown false in 1967 by Klee and Walkup).
Variant: open till 2010: ∆b(d, n) ≤ n− d, which indicates that we can move from any basic
feasible solution to any another in m (m := n− d) steps.
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Santos, 2010: Constructed a counterexample P : δ(P ) = 44, where P is a 43-dimensional
polytope with 86 facets.
Matschke, Santos and Weibel, 2012: A smaller counterexample: δ(P ′) = 21, where P ′ is
20-dimensional polytope with 40 facets.
So, ∆b(d, n) ≥ 21

20
(n − d), and Klee and Walkup showed ∆(d, n) ≥ 5

4
(n − d). But while the

conjectures have been disproved, the big open question remains: are ∆ and ∆b polynomial in
n and d, or even linear?

Reference: paper by Ziegler, “Who solved the Hirsch conjecture?”, on the homepage.
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OR 6310: Mathematical Programming II. Spring 2014.
Homework Set 2. Due: Tuesday March 11.

1. Let Pi ⊆ IRdi be a nonempty polyhedron defined by ni inequalities, i = 1, 2, and let
P := P1 × P2 := {(x1; x2) : x1 ∈ P1, x2 ∈ P2}.

a) Show that P is a polyhedron in IRd defined by n inequalities, with d = d1 + d2 and
n = n1 + n2, bounded iff both P1 and P2 are.

b) Show that, if vi is a vertex of Pi, i = 1, 2, then (v1; v2) is a vertex of P . Show that all
vertices of P arise in this way.

c) Suppose vi, v
′
i are vertices of Pi, i = 1, 2. Show that [(v1; v2), (v

′
1; v

′
2)] is an edge of P if

v1 = v′1 and [v2, v
′
2] is an edge of P2, or if [v1, v

′
1] is an edge of P1 and v2 = v′2. (In fact, all edges

of P arise in this way, but you need not prove it; you can assume it for (d).)
d) Show that δ(P1 × P2) = δ(P1) + δ(P2).

(This product construction allows you to relate the Hirsch conjecture (of course, now known
to be false) for one value of (d, n) to that for other values. Another such construction, the
“wedge,” converts the polyhedron Q := {x ∈ IRd : Ax ≤ b, aT x ≤ β} into the polyhedron
Q′ := {(x; ξ) ∈ IRd+1 : Ax ≤ b, aT x + ξ ≤ β,−ξ ≤ 0}. You might want to think of parts
(a) – (d) above for Q and Q′. Using these ideas, one can show that the conjecture is true
for all values of (d, n) iff it holds for all d and n = 2d: this is the so-called d-step conjecture.
Similar arguments were used by Santos to modify his “spindle” example in dimension 5 to give
a counterexample to the Hirsch conjecture in dimension 43, and to construct counterexamples
for all higher dimensions.)

2. In certain combinatorial optimization problems, the polyhedron defined by certain classes
of inequalities is not a 0-1 polytope, but a polytope whose every vertex has components taking
on only the values 0, 1/2, or 1. Call such a polytope a (0,1/2,1)-polytope.

Show that every (0,1/2,1)-polytope in IRd has diameter at most 2d − 1. Prove that there
is a (0,1/2,1)-polytope in IRd with diameter b3d/2c (first consider d = 1, 2 and then see if you
can blow these examples up to higher dimensions.)

3. a) Consider a polyhedron P and a vertex v of P that uniquely minimizes cT x over P .
Show that {x ∈ P : cT x ≤ γ} is bounded for every γ > cT v.

b) Klee and Walkup constructed an (unbounded) polyhedron of dimension 4 with 8 facets
and diameter 5 > 8 − 4 violating the Hirsch conjecture, and from this (see Q1) a polyhedron
P of dimension d = 8 with n = 16 facets and diameter 10 = n − d + 2, also violating the
conjecture. Hence P has two vertices a distance 10 apart. Use part (a) to construct a polytope
Q of dimension 8 with 17 facets and two vertices v and w of Q so that:

(i) some linear objective function cT x is minimized uniquely over Q by v; and
(ii) every path from w to v on which cT x is monotonically decreasing uses at least 10 > 17−8

edges.
(This shows that the “monotonic” Hirsch conjecture is false even for 8-dimensional poly-

topes. In fact, using projective transformations instead of an extra bounding hyperplane, one
can show that it fails even for dimension 4.)
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