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1 Interior Point Methods

Consider the standard primal and dual linear programs:

min Lz max bTZ/
st. Az =10 st. ATy+s=c
x>0 s>0

and define

Fo(P)={z e R": Az = b,z > 0}
Fo(D) = {(y,s),y e R™,s e R": ATy +s=rc,s>0}

Last time, we looked at B, (z) = ¢’z + pd 5y In(zj) for @ € F°(P), p > 0 and proved the
following theorem:

Theorem 1 If F°(P) and F°(D) are nonempty, then a necessary and sufficient condition for x
to be the unique minimizer of B,,(x) on F°(P) is that there exists (y,s) € F°(D) such that

ATy +s=c
Az =
XSe=pes xjsj =p Vj
where X = diag(z), S = diag(s)

Let’s denote the problem of finding (y,s) € F°(D) that satisfies the conditions of Theorem 1
as (x) and let’s denote the solution of the problem as z(u), y(p), s(u) for some fixed g > 0. Then,
{z(un),y(p),s(u) : u > 0} is called the primal-dual central path. Now, we will proceed to find the
solution of (k).

1.1 Newton Direction

We can solve the problem (x) with a method based on Newton’s method for finding a zero of a
function. In the one dimensional, unconstrained case, in order to find a zero of a function f(z),
we start with an initial point 2y and then repeatedly update the point until the value f(xy) of the
function is sufficiently close to zero as follows:

f(xp)Az + f(xp) = 0 where Az = x4 — x
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Figure 1: An update by Newton’s Method in the one dimensional, unconstrained case

Interior point methods apply the same approach to find the solution of (*) as follows. We want
to find a zero of the function

ATy +s—c
F(z,y,s) = Az —b
XSe — e

with (z,s) > 0.
In order to do this, we make use of the Jacobian .J, which is a matrix of partial derivatives of

F.
0 AT I
J(x,y,s) = A 0 0
S 0 X
Then, a Newton direction (Az, Ay, As) is a solution to the following equation:
Ax
J(z,y,8) | Ay | +F(z,y,5) =0
As
Now the question is for what values of u should we try to solve (*). We now make a nasty
change in notation, by redefining u = % TS = %wTs, that is, given our current solution,

solving the system for this value of p makes the x;s; equal for all . To balance the movement
towards the central path against the movement toward optimal solutions, we maintain a centering
parameter o € [0, 1]. If 0 = 1, then our update will move towards the center of the feasible region.
On the other hand, if ¢ = 0, then our update step is in the direction of optimal solution to the
LP. A step with o = 1 is referred to as a centering step and a step with o = 0 is referred to as an
affine-scaling step. The choice of the centering parameter ¢ provides us with a trade-off between
moving towards the central path and moving towards optimal solution.
Now, we want to find the solution to the following system of equations:

0 AT T Az ATy +s—c
A 0 0 Ay | =— Ax—b
S 0 X As XSe —ope
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Since (z,y, s) is already feasible, we can write this equation as;

0o AT T Az 0
A 0 O Ay | = 0
S 0 X As —XSe+opue

for (x,y, s) feasible.

Some interior point methods examine only the feasible region of the primal LP and as such
are known as pure primal interior point methods. The interior point algorithm that we presented
here examines the feasible regions of both the primal and the dual LPs and so it is referred to as
primal-dual interior point algorithm.

Primal-Dual Interior-Point

(2%,4/°, s°) < initial feasible point (a2, s° > 0)
0

0 5 (@0)"s
k+0
While pF > e
0o AT T Az 0
Solve [ A 0 0 AyF | = 0
Sk 0 Xk AsF —XkSke + ok ke

(2P kL M) o (ak yF, s7) + oF (AR, Ay, As*)
where o is such that 21 s¥+1 > 0
L L (T gk
n
k—k+1

where 1 = ”TTS and o € [0,1] is a centering parameter.

This general framework omits several details that must be addressed in any implementation of
an interior-point algorithm for LP. In particular, we have not specified how the centering parameter
0" is chosen, as different interior-point algorithms use different methods to select o*. Furthermore,
we have not considered how to find an initial solution to the LP, when we terminate, how we know
that we are making progress, or how to choose the scaling parameter a*.

During the interior-point method, we keep away from the boundary by staying in some neigh-
borhood of central path. There are several common types of neighborhoods used by interior point
algorithms. For example, for a parameter 6, several versions of the algorithm use a neighborhood

that uses the Ly norm to measure the distance is defined as follows:

Na(6) = { € F°(P).(y,s) € F°(D) : | XSe — pello < Op}.

1.2 Path Following Methods

Path-following algorithms use update steps that follow the central path. The extent to which a
path-following algorithm follows the central path is determined by the centering parameter o. The
method of choosing o distinguishes different path-following algorithms.

e Long-Step: Long step algorithms pick the centering parameter o far from 1, as a result,
the solutions are farther from the central path. This algorithm requires at most O(nln(1/¢))
iterations to achieve p < € . These algorithms work well in practice.
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Figure 2: (a) A neighborhood of the central path in the case of n=2 variables (b) The predictor-
corrector algorithm alternates between predictor steps, in which it moves as far as possible while
remaining in Na(1/2), and corrector steps, in which it takes a full step (o = 1), returning to No(1/4)

e Short-Step: Short step algorithm picks the centering parameter o close to 1, so that the
solutions stay near the central path. This algorithm requires at most O(y/nIn(1/¢)) iterations
to achieve 1 < €. Despite the better theoretical guarantee, these algorithms typically perform
worse in practice than long-step algorithms.

e Predictor-Corrector: This algorithm strikes a balance between moving toward the optimal
solution and following the central path by alternating between steps with o = 0 (predictor),
and o = 1 (corrector). This algorithm requires at most O(y/n1n(1/¢€)) iterations to achieve
1 < €. Commercial codes typically implement this variant of the algorithm.

1.3 Short-Step Path Following Algorithm in Detail

To give some of the flavor of the analysis of the algorithm, we now consider a short step path
following algorithm, characterized by the parameters o and o*. We choose o = 1 so that we take
a full update step in the Newton direction each iteration. We choose the centering parameter to
be o =1 — % at each iteration. Note that the centering parameter is close to unity so that the

steps taken by the algorithm are indeed short. We wish to establish a complexity bound for the

short step algorithm.
We first claim the following lemma, which states that as long as the initial points are within some

neighborhood of the central path, feasibility is guaranteed, and we stay away from the boundary.

Lemma 2 If (z°,9°,5%) € No(0.4) then (2F,y*, s*) € No(0.4) for all k.

Lemma 3 ;! = ok = (1 —

%) wk for all k.

Theorem 4 If (z°,1°,5°) € N2(0.4) and p° < C, then after K = O(\/ﬁln(%)) iterations p* < e.

Proof:



xT

By using 1 —x < e %, we get that

,U/K < (e_ﬁ)o.z; 1n(?)C _ efln(C/e)C — ¢
g
Recall that p = 127s = 12T (c — ATy) = L(aTc — (Ax)Ty) = L(aTc — bTy). Since pf < ¢,

zTe¢ — bTy < me. So, primal and dual solutions are within ne of optimal.
We can now prove Lemma 3 in more general form.

Lemma 5 (Az*)TAs* =0 and pF ! = (1 — o¥(1 — o¥))u>.
Observe that for of =1, oF =1 — ?7% then pf*! = (1 — %),uk as desired.
Proof: We know A%y*F + AsF =0 and AAzF = 0. Then,

(AT As® = (AT (AT AYF) = —(AAZM) T Ayk = 0.

Also,
SEAzF + XFAsF = —XFSke + oF ke
= sFAzF + 2P Asl = —aksh 4 ok uk vi
= (s")TAzF 4 (M) T Ask = —(2%)Ts* + no* k.
Hence,
phtt = l(ml‘:"rl)T(eS}H'l) = (:vk + ozkAack)T(sk + akAsk)

n

S|I—3|=

[(2")"s" + o*((Az")Ts" + ()T As*) + (F)*(Az*) T AsM.
Since (AzF)TAsk =0,

k
(6% (6%
P = @S o] = o] = (1 (1= o)
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